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ABSTRACT

We present a new algorithm for identifying dark matter halos, substructure, and tidal features. The approach
is based on adaptive hierarchical refinement of friends-of-friends groups in six phase-space dimensions and one
time dimension, which allows for robust (grid-independent, shape-independent, and noise-resilient) tracking of
substructure; as such, it is namrdcksTAR (Robust Overdensity Calculation using K-Space Topologically
Adaptive Refinement). Our method is massively parallel (up tb@PUs) and runs on the largest current
simulations (>1&° particles) with high efficiency (10 CPU hours and 60 gigabytes of memory required per
billion particles analyzed). A previous paper (Knebe et al. 2011) has siRa@KSTAR to have excellent
recovery of halo properties; we expand on these comparisons with more tests and higher-resolution simulations.
We show a significant improvement in substructure recovery compared to several other halo finders and discuss
the theoretical and practical limits of simulations in this regard. Finally, we present results which demonstrate
conclusively that dark matter halo cores are not at rest relative to the halo bulk or substructure average velocities
and have coherent velocity offsets across a wide range of halo masses and redshifts. For massive clusters, these
offsets can be up to 350 km’sat z= 0 and even higher at high redshifts. Our implementation is publicly
available aht t p: / / code. googl e. coni p/ rockst ar.

Subject headingslark matter — galaxies: abundances — galaxies: evolution — methods: N-body simulations

1. INTRODUCTION cretion histories, see e.g. Wechsler et al. 2002; Springel et al.
In the paradigm of Lambda Cold Dark MattekGDM), 2005; Faltenbacher et al. 2005; Allgood et al. 2006; Harker

the majority of the matter density of the universe does not &t al- 2006; Tweed et al. 2009; Wetzel et al. 2009).

couple to electromagnetic fields, leaving it detectable only , ThiS level of uncertainty is unacceptable for current and
through its gravitational and possibly weak force interactions. fUturé surveys, including data expected to come from the
Nonetheless, the effects of dark matter on the visible universeBaryon Oscillation Spectroscopic Survey (BOSS), Dark En-
are spectacular, as the steep gravitational potentials of boun§'9Y Survey (DES), BigBOSS, Panoramic Survey Tele-

dark matter halos channel baryons together, forming the birth-scodped aF\r)ld Rapid SRespons_ehSyst?m (I_Dan-TS'Il'ARRS), A'\EX'
places of visible galaxies. In this model, the locations, sizes, {€Nded Roentgen Survey with an Imaging Telescope Ar-

and merging histories for galaxies are thus intricately con- '3 (EROSITA), Herschel, Planck, James Webb Space Tele-

nected tog thg growth of bou%d dark matter structures. / scope (JWST), and Large Synoptic Survey Telescope (LSST)
Testing this model in detail requires extensive computer(.SChIzeéygé_etsakI 200|9' Thle ZD(‘;‘{';_Egﬁrgybsurvzego(éf)l:fb%raﬁl

simulations, as the complicated nonlinear evolution of struc- 10N , Schlegel et al. ;_Chambers , Prede

ture growth cannot be fully evaluated by hand. The simula- €t &l 2010; Pilbrait et al. 2010; The Planck Collaboration
tions generally follow the evolution of a set of dark matter 2006; Gardner et al. 2006; LSST Science Collaborations et al.

particles and output the positions and velocities of the parti- 2009). in order to fully realize the constraining power of these
cles at several discrete timesteps. These outputs must the bservations. Indeed, derived quantities such as the halo mass

be postprocessed to determine the locations and properties ﬁnctlon and autocorrelation functions must be understood at
bound dark matter structures also known as “halos“—namely,t e one percent level in order for theoretical uncertainties to

the locations and properties which influence the formation of be at the same level as statistical gncertainties in constraining,
visible galaxies. This postprocessing (“halo-finding”) neces- €9~ dark energy (Wu et al. 2010; Cunha & Evrard 2010, for

sarily involves both ambiguity and imprecision—ambiguity €*@mple). Although there may be a limit to the accuracy pos-
in the definitions (e.g., the center of a bound halo) and im- sible with dark matter simulations alone, given the impact of
precision in determining halo properties due to limited infor- bharyons on dark matteRr’ h;\(;o pro;‘neZ%(()%tar:je_le etal. hZOIOQf)_ adnd
mation (e.g., for halos consisting of only a few dark matter the Power spectrum (Rudd et al, ), different halo find-

particles, or for determining particle membership in two over- €S running on the same simulation demonstrate that a large
lapping halos). Currently, as a consequence, essential statis}—.rac.t'on. of this uncertainty is still due to the process of halo
tical measures (e.g., the number density of halos with a givenfinding itself (Knebe et al. 2011).

mass) are known to at best 5-10% even for a specific cosmol-, AS Previously mentioned, some of these uncertainties are
ogy (Tinker et al. 2008). Moreover, halo properties are rarely du€ to limited use of information. Considerable progress has
checked for consistency over multiple timesteps, which canP€€n made since the first generation of position-space halo
be a serious problem for robust modeling of galaxy formation finders (Davis et al. 1985; Lacey & Cole 1994), which used

theories (see however Behroozi et al. 2011; this has also beeﬁj”Iy particle locations to determine bound halos. Currently,

addressed in specific contexts when creating merger trees, fof'€ Most advanced aLgorlthITs are gdaptwgbphase-slpace find-

example improving subhalo tracking and smoother mass ac€'S (€-9., Maciejewski et al. 2009; Ascasibar et al. 2010),
which make use of the full six dimensions of particle positions
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and velocities. At the same time, an often-overlooked (with 2.1. Summary of Previous Approaches
the possible exception of Tweed et al. 2009) aspect of halo Previously published approaches to halo finding may be

finding is the extra information stored in themporalevolu-  assified, with few exceptions, into two large groups. $phe
tion of bound particles. In this paper, we detail an advanced; overdensity (SO) finders, such as Amiga’s Halo Finder

adaptive phase-space and temporal finder which is designega e knolimann & Knebe 2009), Adaptive Spherical Over-
to maximize consistency of halo properties across timestep gengity Halo Finder (ASOHF: Planelles & Ouilis 2010),

rather than just within a single simulation timestep. Toget o n Density Maxima (BDM; Klypin et al. 1999), SO
with a companion paper (Behroozi et al. 2011), which details (| 5cey & Cole 1994; Jenkins et al. 2001; Evrard et ai. 2002),
the process of comparing and validating halo catalogs acros parallel SO (pSO; Sutter & Ricker 2010), Voronoi Bound

timesteps to create gravitationally consistent mergesireur 7,04 (vOBOZ: Neyrinck et al. 2005), and Spline Kernel In-
combined approach is the first to use particle information in yo 1 qative Denmax (SKID: Stadel 2001) proceed by identify
sevendimensions to determine halo catalogs, allowing un- i 4 qensity peaks in the particle distribution and then agdi
precedented accuracy and precision in determining halp-pro haricles in spheres of increasing size around the peaks un-
erties. . . . ._til the enclosed mass falls below a predetermined density
Furthermore, in contrast to previous grid-based adaptiveeshold (a top-down approach). Friends-of-friends (FOF
phase-space approaches, ours is the first grid-indepemtént - 54 HoP-hased (Eisenstein & Hut 1998) halo finders, such as
orientation-independent approach; it is also the firstisiybl FOF, SUBFIND, the LANL halo finder, parallel FOF (pFOF),
a_vaHabIe adaptive phase-space code deS|gned t_o run 0N Maggropy-fofsv, and AdaptaHOP (Davis et al. 1985: Springel
sively parallel systems on the very large simulationsl0'® gt 4. "2001: Habib et al. 2009; Rasera et al. 2010; Gard-
particles) which are necessary to constrain structuredtaom ner et al. 2007; Tweed et al. 2009), collect particles togeth
across the range of scales probed by current and futureygalaxyhich fall above a certain density threshold and then, if so
observations. Finally, we remark that our halo finder is the gesigned, search for substructure inside these partidle co
first which is successfully able to probe substructure ngsse |gctions (a bottom-up approach). Phase-space finders typi-
down to the very centers of host halos (see also Knebe et al¢g|ly extend these two approaches to include particle veloc
2011), which is essential for a full modeling of galaxy stati ity information, either by calculating a phase-space dgnsi
tics and will enable future studies of the expected breakdow g,ch as the Hierarchical Structure Finder (HSF; Maciejew-
between halo positions and galaxy positions due to thetsffec gy et al. 2009) and the Six-Dimensional Hierarchical Over-
of baryon interactions at the very centers of galaxies. density Tree (HOT6D; Ascasibar et al. 2010) or by using a
Throughout, we have paid careful attention not only to the phase-space linking length, as does Six-Dimensional &sien
basic task of assigning particles to halos, but also to the pr f-Friends (6DFOF; Diemand et al. 2006).
cess of estimating useful properties from them to compare There are three notable exceptions to these algorithms,
with observations. While in many cases galaxy surveys arepgmely the ORIGAMI halo finder (discussed in Knebe et al.
not able to probe halo properties to the same precision a$011) the Hierarchical Bound-Tracing algorithm (HBT; Han
halo finders in simulations, one significant counterexample gt 5. 2011), and SURV (Giocoli et al. 2010). ORIGAMI op-
exists. It is a common practice especially for halo finders grates by examining phase-space shell crossings for the cur
based on the friends-of-friends algorithm (e.g., Davislet a rent particle distribution as compared to the initial paeti
1985; Springel et al. 2001; Habib et al. 2009; Rasera et al. gjstribution; shells which have crossed along three dimen-
2010; Gardner et al. 2007; see also §2.1) to calculate halosions are considered to be halos (as opposed to shells which
velocities by averaging all halo particle velocities td¥stto  paye crossed along one or two dimensions, which would be
find a bulk velocity. Examination of the difference between consjdered as sheets and filaments, respectively). HBT uses
velocities in the inner regions of halos and the bulk avedage 3 friends-of-friends approach to find distinct halos andsuse
velocity suggests that the bulk average velocity may be off- yarticle lists from distinct halos at previous timestepsetst
set by several hundred km'sfrom the velocity at the ra-  for the presence of subhalos. SURV is a very similar algo-
dius where galaxies are expected to reside; differencéssat t rithm, except that distinct halos are identified using sjsaér
scale are easily detectable in cluster redshift surveysrayd  overdensities. These algorithms all rely heavily on terapor

also factor in interpreting observations of the kinetic yfagv- information in their approach to halo finding.
Zel'dovich effect. As this difference has an important irapa

on the usefulness of derived halo properties, we additipnal 2.2. Limitations of Previous Algorithms
perform an investigation of the core-bulk velocity difface ] . o
in halos across a wide range of redshifts and masses. In order to develop an improved halo finder, it is impor-
We begin this paper with a survey of pre\/ious work in halo tant to understand some O_f the Shortcomlngs of previous ap-
finding as well as previous limitations in §2. We discuss our Proaches. For the vast majority of halos, even the most basic
improved methodology in §3 and conduct detailed tests of ourof algorithms (FOF and SO) do an acceptable job of deter-
approach in §4. We present an analysis of the theoretical andnining halo properties to 10% accuracy (Knebe et al. 2011).
practical limitations of simulations in terms of trackingbs ~ However, recent interest in the detailed properties ane his
structure in §5. Finally, our results concerning the vejoci  tories of halos — e.g., precision mass functions and merger
offsets of cluster cores are presented in §6; we summarizérees and the shape of tidal structures — requires improve-
our conclusions in §7. Multiple simulations including $itg ~ ments to older approaches; this has resulted in a proliéerat
variations of cosmological parameters are consideredién th Of new codes in the past decade (summarized in Knebe et al.
paper; all simulations model a flAACDM universe and we ~ 2011).

always take the Hubble constag to be 70 km & Mpc™?; The most significant improvements to halo finding have
equivalentlyh = 0.7. ' come from using the information from six-dimensional (po-

sition and velocity) phase space. Two traditional weak {soin

2. PREVIOUS HALO FINDERS for 3D (position-space) halo finders have been major merg-
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ers and subhalos close to the centers of their host halos. Irhalo concentrations at a given halo mass. At the same time,
both cases, the density contrast alone is not enough to diswhile Tweed et al. (2009) successfully resolves this prnoble
tinguish which particles belong to which halo: when two ha- it nonetheless only finds halos in position space, and thsis ha
los are close enough, the assignment of particles to halos bethe same weaknesses in identifying subhalo and major merger
comes essentially random in the overlap region. However, asproperties.
long as the two halos have relative motion, six-dimensional The HBT and SURV algorithms (Han et al. 2011; Giocoli
halo finders can use particle velocity space information to et al. 2010) use the ingenious approach of tracing subhglos b
very effectively determine particle-halo membership. sThi using the particles found in previously distinct halos, efhi
coupled with the ability of 6D halo finders to find tidal rem- could potentially also solve many of these problems. Yety th
nants (which are condensed in phase space but not in positioboth also include assumptions about accretion onto subhalo
space), means that phase-space capabilities are reqaired f (e.g., that subhalos cannot accrete background matter from
the most accurate and interesting studies of dark matteshal the host) which are untrue in HBT'’s case for large linking-

At the same time, phase space presents a unique challengéengths (as halos will be identified as satellites far from th
While position space and velocity space have well-definedactual virial radius of the host) and for both halo findershwit
distance metrics, there is not a single, unique way to com-major mergers (where satellite and host are more ambiguous;
bine position and velocity distance into a single metricr Fo they can in any case easily trade particles with each other).
a useful definition of phase-space distance, one needs to b&hese assumptions vastly simplify the code at some expense
able to decide, e.g., whether an object just passing by the or to the completeness and accuracy of the mass function. More
gin at 1 km s is closer or farther than an object at rest 1 seriously, the design of the algorithmejuirestemporal in-
kpc away. One approach, used by 6DFOF, is to choose in adformation to find subhalos; in cases where simulation out-
vance a static conversion between velocity and positiooespa  puts are spaced very far apart or when only one timestep is
While simple, this approach seems somewhat self-limitihg:  available, they cannot effectively find substructure. Ehies
too short a linking-length is chosen, the full extent of sub- sues are in principle fixable: future versions of the aldonis
structures cannot be found; if too large a linking-length is could easily combine advanced single-timestep substictu
chosen, then otherwise distinct substructures will be earg finding with checks against previous timesteps’ particesli
together.

A demonstrably superior approach, at least in terms of re- 3. AN IMPROVED APPROACH: ROCKSTAR
covering halo properties (Knebe et al. 2011), iattaptively
define a phase-space metric. Both HSF and HOT6D subdi-
vide the simulation space into six-dimensional hyperboxes

containing (at the maximum refinement level) as little as a halo finder was thus motivated by a requirement for consis-

szlrg]t)lgxpe}\r/tgz ?oiz?'esﬁﬁ;:tgmiﬂ epaﬁtgﬂgisthaecinrﬁgfggbgﬁ tent accuracyacross multiple timestepsrThis interest led to
P 9 P P the development of a unique, adaptive phase-space temporal

on the relative sizes of the hyperbox’s dimensions in pasiti .
and velocity space. The usefulness of this estimate dependg
heavily on the method for partitioning space into hypertspxe

HSF uses, for example, an entropy-based approach to dete
mine whether more information is contained in the particle

locations for position space or velocity space. ability, to allow it to run on the largest current datasets a0

These algorithms all give excellent results for identiyin that it could easily scale to the next generation of simateti

halo centers at a single timestep. However, consistent halol'hus far, we have run the halo finder (and in many cases the
catalogs across timesteps are often compromised by a funda- ’

L ey |
mental ambiguity in the definition of a host halo. For major Pariner merger tree code) on the Bolshei 10%° particles,
mergers, it is often unclear which halo center represemts th KIyPin et al. 2011) and LasDamas simulations (200 boxes of

larger “host” or central halo, and which represents the sub-1~4 x 10° particles each, McBride et al. in preparation), on
halo. Phase-space halo finding helps when the two halo censeveral 2048simulations run to create Dark Energy Survey
ters are relatively far apart (i.e., weakly interactingdcause ~ (DES) simulated sky catalogs, enone hundred high resolu-
there exists a strong correlation between the velocitiggof ~ tion halos simulated as part of the RHAPSODY project (Wu
ticles in the halo outskirts and halo centers. However, when€t al. 2012a,b), and on halos A-1 through A-5 of the Aquarius
the centers come close enough to interact strongly, this cor Simulation (up to 14 x 10° particles in a single halo; Springel
relation is weakened, and it becomes much more difficult to et al. 2008).
accurately assign particles to the halos. As a result, itishm As a first step, our algorithm performs a rapid variant of
more difficult to determine which of the halo centers should the 3D friends-of-friends (FOF) method to find overdense re-
be considered the host halo. Since the definition of halo masgions which are then distributed among processors for anal-
often includes the mass of subhalos, this problem can resulysis (83.1). Then, it builds a hierarchy of FOF subgroups
in large mass fluctuations across timesteps for merginghalo in phase space by progressively and adaptively reducing the
A number of solutions to this problem have been pro- 6D linking length, so that a tunable fraction of particles ar
posed and examined with the AdaptaHOP halo finder (Tweedcaptured at each subgroup as compared to the immediate par-
et al. 2009). Tweed et al. (2009) found that a temporal ap-ent group (83.2). Next, it converts this hierarchy of FOF
proach (examining the host vs. subhalo assignment at earliegroups into a list of particle memberships for halos (83.3).
timesteps) was most successful at fixing this problem. Otherlt then computes the host halo/subhalo relationships among
methods, such as choosing the densest halo center to be thealos, using information from the previous timestep if &vai
host halo, have inherent instabilities because of the gddgrea  able (§83.4). Finally, it removes unbound particles fronolal
and calculates halo properties, before automatically igene

Our primary motivation in developing a halo finder was to
improve the accuracy of halo merger trees that are required
for an understanding of galaxy evolution. The design of our

nd velocity relative to the simulation axes, and which also
Attempts to be highly preserving of particle-halo and halo-
subhalo membership across timesteps. In addition, we paid
special attention to the algorithm’s efficiency and patialie
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@) 1. The simulation volume is divided  As the 3D FOF groups are used in our method only to di-

into 3D Friends-of-Friends groups vide up the simulation volume into manageable work units,

O .. we instead make use of a modified algorithm which is an or-
for easy parallelization. der of magnitude faster. As is usual, neighboring partiales

assigned to be in the same group if their distance is withen th

; " linking length. However, if a particle has more than a certai

2. For each_grOUp’ par_tlde positions number of neighbors within the linking length (16, in ourver
and velocities are divided (normal- sion), then the neighbor-finding process for those neighbor

ized) by the group position and ve- plarticles is skippr)]ed. I_njsteﬁ_j,l?_eigTborshforthe ?riglgimgp .
: ; ; o cle out totwice the original linking length are calculated.
locity dlsperS|ons,. giving a natural any of those particles belong to another FOF group, that cor-
o phase-space metric. respondinggroup s joined with that of the original particle.
X Thus, although the neighbor-finding process has been skippe
3. A phase-space linking length is fﬁrtherr]]eﬁrest.particlegzgroup.S\r/]vtr)]ich WOU|d-|T-aYe b(fﬂ?ﬂ)?gtnk
: through those intermediate neighbors are still joine
adaptlvely, Chose_n such th?‘t 70% of This process therefore links together at minimum the same
the group’s particles are linked to- particles as in the standard FOF algorithm—fine for our de-
gether in subgroups. sired purpose—but does so much faster: neighbors must be
calculated over a larger distance, but many fewer of those
4. The process repeats for each palcglations rr;]uslt. l::((_a pelrforrr;]e_d.. Indeed,drather than S|OV\f/—
. oo ing down as the linking length is increased, our variation o
S_Ub_grouD' renormalization, a new FOF becomes faster. Because of this, we are free to choose
linking-length, and a new level of anexceptionally large value for the linking length. A vabfe
substructure calculated. b=0.2 is too small, as it does not include all particles out to
the virial radius (More et al. 2011); after evaluating diét
5.0nce all levels of substructure are choices fob (see §4.5), we chode= 0.28, which guarantees
f d d hal | d at th that virial spherical overdensities can be determinedyene
ound, seed halos are placed at theéy,g most ellipsoidal halos.
lowest substructure levels and par- The most important parallelization work occurs at this

ticles are assigned hierarchically to Stage. Separate reader tasks load particles from snagshot fi

. Depending on the number of available CPUs for analysis, a
the closest seed halo in phase SPaCemaster process divides the simulation region into recti@ngu

. boundaries, and it directs the reader tasks to send particle
6_- Once particles have been_ aS- within those boundaries to the appropriate analysis tasks.
signed to halos, unbound particles Each analysis task first calculates 3D FOFs in its assigned
re remov nd hal r rties analysis region, and FOFs which span processor boundaries
are . e oved Ia d alo propertes are automatically stitched together. The FOF groups are the
(positions, velocities, etc.) — are gisyributed for further phase-space analysis accordirig-to

calculated. dividual processor load. The load-balancing procedureis d
_ _ _ _ scribed in further detail in Appendix A. Currently, singlB 3
FIG. 1.— A visual summary of the particle-halo assignment atgor. FOF groups are analyzed by at most one processor. Also,

in the current implementation, there is no support for multi
) ) i ple particle masses, although support could easily be added
ing particle-based merger trees (83.5). A visual summary Ofby varying the linking length depending on particle mass.

these steps is shown in Fig. 1. Provided enough interest, support for multiprocessoneaisl
- . of single large halos as well as support for multiple pagticl
3.1 Efficient, Parallel FOF Group Calculation masses may be added in a future versioR@EKSTAR
The 3D friends-of-friends (FOF) algorithm has existed
since at least 1985 (Davis et al. 1985). In principle, imple- 3.2. The Phase-Space FOF Hierarchy

mentation of the algorithm is straightforward: one attache  pqor gach 3D FOF group which is created in the previous
two particles to the same group if they are within a prespec-giep  the algorithm proceeds by building a hierarchy of FOF
ified linking length. Typically, this linking length is chea  g,pgroups in phase space. Deeper levels of subgroups have a
in terms of a fractiorb of the mean interparticle distance (in tighter linking-length criterion in phase space, which mea
our code, as for others, the cube root of the mean particle vol {hat deeper levels correspond to increasingly tighterésed
ume); common values for generating halo catalogs range fromiwy contours around peaks in the phase-space density distr
b=0.15tob=0.2 (More etal. 2011). _ . bution. This enables an easy way to distinguish separate sub
In practice, this means that one must determine neighborsyctures — above some threshold phase-space density, the
for every particle within a sphere of radius equal to thedink particle distributions must be distinct in phase spaceemth

ing length. Even with an efficient tree code (we use a cus-yyise it would be difficult to justify the separation into ff-
tom binary space partitioning tree), this represents agi&&#l ot structures.

of wasted computation, especially in dense cluster com@s. | ~ Baginning with a base FOF arouROCKSTAR adaptivel
such cases, particles might have tens of thousands of neigh- 9 g groupe pively
bors within a linking length, all of which will eventually en 1 This would not be true if, e.g., halos had Plummer profilestbeavise

up in the same FOF group. flat density profiles in their centers.
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chooses a phase-space linking length based on the standaid the autocorrelation function close to the simulationcéor

deviations of the particle distribution in position andagty
space. That s, for two particlgg andp, in the base group,
the phase-space distance metric is defined as:

) 1/2

whereoy andoy, are the particle position and velocity disper-
sions for the given FOF group; this is identical to the madfic
Gottlbber (1998). For each particle, the distance to the-nea

X1~ %o
2

X

—\7,|2
L -l

dpr.po)= . @

est neighbor is computed; the phase-space linking length is

then chosen such that a constant fractiaf the particles are
linked together with at least one other particle. In largaigps
(>10,000 particles), where computing the nearest neigfaipor
all particles can be very costly, the nearest neighborsiae o
calculated for a random 10,000-particle subset of the group
as this is sufficient to determine the linking length to reaso
able precision.

The proper choice of is constrained by two considera-
tions. If one chooses too large a valdex 0.9), the algorithm
will take much longer, and it can also find spurious (not sta-
tistically significant) subgroups. If one chooses too lovaof
value (f < 0.5), the algorithm may not find smaller substruc-
tures. As such, we use an intermediate valie Q.7); with
the recommended minimum threshold for halo particles (20).
In our tests of the mock NFW (Navarro et al. 1997) halos

described in Knebe et al. (2011), this results in a false-posi

tive rate of 10% for 20-particle groups compared to a cosmo-

logical subhalo distribution, which declines exponeihyitdr
larger group sizes. These false positives are easily redhove

by the significance and boundedness tests described in 83.

and 83.5.3.

metric is recalculated, and a new linking-length is selécte
such that a fractiorf of the subgroup’s particles are linked
together into sub-subgroups. Group finding proceeds hierar

chically in phase space until a predetermined minimum num-
ber of particles remain at the deepest level of the hierarchy

Here we set this minimum number to 10 particles, although
halo properties are not robust approaching this minimum.

3.3. Converting FOF Subgroups to Halos

resolution.

For a parent group which contains only a single seed halo,
all the particles in the group are assigned to the single.seed
For a parent group which contains multiple seed halos, how-
ever, particles in the group are assigned to the closest seed
halo in phase space. In this case, the phase-space metric is
set by the seed halo properties, so that the distance betaween
haloh and a particle is defined as:

=%l =)
d(h7p)=< ot ) €)
dyn,vir Oy
L @

I dynvir = Vmaxidynvir = .
\/ 3™Gpvir

whereo is the seed halo’s current velocity dispersiafax is

its current maximum circular velocity (see 83.5), and “vir”
specifies the virial overdensity, using the definition Qf
from Bryan & Norman (1998), which corresponds to 360
times the background densityzt 0, however, other choices
of this density can easily be applied.

Using the radiusqynyir as the position-space distance nor-
malization may seem unusual at first, but the natural alter-
native (usingoy) gives unstable and nonintuitive results. At
fixed phase-space density, subhalos and tidal streamshwhic
have lower velocity dispersions than the host halo) willdhav
larger position-space dispersions than the host halo. ,Thus
ox were used, particles in the outskirts of a halo could be eas-
ily mis-assigned to a subhalo instead of the host halo. Using

envir, ON the other hand, prevents this problem by ensuring

at particles assigned to subhalos cannot be too far frem th
main density peak even if they are close in velocity spalce.

Pruitively, the largest effect of using;; is that velocity-space
8fnformation becomes the dominant method of distinguishing

particle membership when two halos are within each other’s
virial radii.®

This process of particle assignment assures that substruc-
ture masses are calculated correctly independently of the
choice off, the fraction of particles present in each subgroup
relative to its parent group. In addition, for a subhalo elts
the center of its host halo, it assures that host partickesatr
mis-assigned to the subhalo — the central particles of tise ho
will naturally be closer in phase space to the true host cente

For each of the subgroups at the deepest level of the FOF hithan they are to the subhalo’s center.

erarchy (corresponding to the local phase-space density ma
ima), a seed halo is generated. The algorithm then reclysive
analyzes higher levels of the hierarchy to assign partides

3.4. Calculating Substructure Membership
In addition to calculating particle-halo membership, it is

these seed halos until all particles in the original FOF grou also necessary to determine which halos are substructfires o
have been assigned. To prevent cases where noise gives rise bther halos. The most common definition of substructure is
duplicated seed halos, we automatically calculate thesBois  a bound halo contained within another, larger halo. Yet, as
uncertainty in seed halo positions and velocities, and merg halo masses are commonly defined to include substructure,
the two seed halos if their positions and velocities areiwith  the question of which of two halos is the largest (and thus,
100 of the uncertainties. Specifically, the uncertainties are which should be called a satellite of the other) can change de
calculated agix = ox/\/n andyuy = ay/\/n, whereoy andoy pending on which substructures have been assigned to them.
are the position and velocity dispersions, arid the number  This is one of the largest sources of ambiguity between spher
of particles, all for the smaller of the two seed halos. The tw ical overdensity halo finders, even those which limit them-
halos are merged if selves to distinct halos.

2 For determination of tidal streams, this “problem” becoraéeature,”
and use obx may be preferable tn;.

3 An alternate radius (e.graom OF 'soa:) could be used instead, but it
would have an effect only on a small fraction of particles snaall fraction
of halos (major mergers).

V00— 2052+ (v = V222 < 10V2 )

In our tests, this threshold yields a near-featurelessdnatio-
correlation function; lower values result in a spuriousupt
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We break the self-circularity by assigning satellite membe
ship based on phase-space distances before calculating hal
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noted in §6, the halo core can have a substantial velocity off
ket from the halo bulk. Since the galaxy hosted by the halo

masses. Treating each halo center like a particle, we use thevill presumably best track the halo core, we calculate the

same metric as Eq. 3 and calculate the distance to all othe
halos with larger numbers of assigned particles. The #atell

main velocity for the halo using the average particle vejoci
within the innermost 10% of the halo radius. For calculating

halo in question is then assigned to be a subhalo of the closthe bound/unbound mass of the halo (see 3.5.2), however, we

est larger halo within the same 3D friends-of-friends grafup
one exists. If the halo catalog at an earlier timestep is-avai
able, this assignment is modified to include temporal infor-
mation. Halo cores at the current timestep are associatéd wi
halos at the previous timestep by finding the halo at the previ
ous timestep with the largest contribution to the curretd ha
core’s particle membership. Then, host-subhalo relatimss
are checked against the previous timestep; if necessary, th

choice of which halo is the host may be switched so as to pre-

serve the host-subhalo relationship of the previous tiepest

use the more appropriate averaged halo bulk velocity includ
ing substructure.

3.5.2. Halo Masses

For halo masseROCKSTAR calculates spherical overden-
sities according to multiple user-specified density thoddd
e.g., the virial threshold, from Bryan & Norman (1998), or a
density threshold relative to the background or to theaaiti
density. As is usual, these overdensities are calculated us
all the particles for all the substructure contained in @h@in

As explained above, these host-subhalo relationships arehe other hand, subhalo masses have traditionally been a ma-

only used internally for calculating masses: particle gl

jor point of ambiguity (for density-space halo finders). hvit

to the host are not counted within the mass of the subhalo, bul phase-space halo finder, suchrascksTAR, the particles

particles within the subhalo are counted as part of the masspelonging to the subhalo can be more reliably isolated from
of the host halo. This choice assures that the mass of a halehe host, and thus less ambiguity exists: the same method of

won’'t suddenly change as it crosses the virial radius ofgelar

calculating spherical overdensities may be applied tothuest

halo, and it provides more stable mass definitions in major particles belonging to the subhalo. In terms of the definitib
mergers. Once halo masses have been calculated, the subhaj¢here the subhalo “ends,” Eq. 3 implies that the subhalo edge

membership is recalulated according to the standard definit
(subhalos are withinan of more massive host halos) when the
merger trees are constructed.

For clarity, it should be noted that every density peak waithi
the original FOF analysis group will correspond to either a
host halo or a subhalo in the final catalog. It has been obderve
that FOF groups will “bridge” or “premerge” long before thei
corresponding SO halo counterparts (e.g., Klypin et al1201
However, as we calculate full SO properties associated with
each density peak, a single FOF group is naturally allowed to
contain multiple SO host halos; thus the bridging or premerg
ing of FOF groups does not affect the final halo catalogs.

3.5. Calculating Halo Properties and Merger Trees

Typically, several properties of interest are generated fo
halo catalogs. Regardless of the quality of particle assegrt
in the halo finder, careful attention to halo property cadeul
tion is essential for consistent, unbiased results.

3.5.1. Halo Positions and Velocities

For positions, Knebe et al. (2011) demonstrated that halo
finders which calculated halo locations based on the maxi-

is effectively where the distribution of its particles ingste
space becomes equidistant from the subhalo and its host halo
If alternate mass definitions are necessary, the halo firader ¢
output the full phase-space particle-halo assignmenéseth
may then be post-processed by the user to obtain the desired
masses.

3.5.3. Unbinding Particles

By default, ROCKSTAR performs an unbinding procedure
before calculating halo mass amgd,y although this may be
switched off for studies of e.g., tidal remnants. Because th
algorithm operates in phase space, the vast majority of halo
particles assigned to central halos are actually bound. We
find typical boundedness values of 98%z at0; see 8§4.5 and
Behroozi et al. (2012a). Even for substructure, unbount-par
cles typically correspond to tidal streams at the outskiftee
subhalo, making a complicated unbinding algorithm unneces
sary. For this reason, as well as to improve consistency of
halo masses across timesteps, we perform only a single-pass
unbinding procedure using a modified Barnes-Hut method to
accurately calculate particle potentials (see AppendixB f
details)* Since many users will be interested in classical halo

mum density peak were more accurate than FOF-based hal inding only as opposed to recovering tidal streams, theocode
finders which use the averaged location of all halo particlesPY default does not output halos where fewer than 50% of

(see also Gao & White 2006). The reason for this may be
simply understood: as particle density rapidly drops in the
outer reaches of a halo, the corresponding dispersion &f par
cle positions climbs precipitously. Consequently, ratien
increasing the statistical accuracy of the halo centerutalc
tion, including the particles at the halo boundary actusdly

the particles are bound; this threshold is user-adjustaibie
changing it does not produce statistically significant effe
on the clustering or mass function until halos with a bound
fraction of less than 15% are included (see §4.5).

We note that, in major mergers, a more careful approach to
unbinding must be used. In many cases where merging ha-

duces it. The highest accuracy is instead achieved when thé0$ initially have large velocity offsets, particles on tbet-

expected Poisson errosy/+/N) is minimized. As our halo
finder has access (via the hierarchy of FOF subgroups) to th
inner regions of the halo density distribution, an accucate
culation of the center is possible by averaging the partizle
cations for the inner subgroup which best minimizes the-Pois
son error. Typically, for a 10particle halo, this estimator ends
up averaging the positions of the innermost pérticles.

The picture for halo velocities is not quite as simple. As

skirts of the halos can mix in phase space before the halo

gores themselves merge. This results in many particles be-

ing unbound with respect to either of the two halo cores, even
though they are bound to the overall merging system. As such,
a naive unbinding of the particles would lead to the merging

halos’ masses dropping sharply for several timesteps fwrior

4 Provided enough interest, we may add the option of a mustspabind-
ing procedure in future versions of the halo finder.
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the final merge?. To counter this effect in major mergers,
ROCKSTAR calculates the gravitational potential of the com-
bined merging system, rather than for individual halos, avhe
determining whether to unbind particles. This behaviaigs t
gered by default when two halos have a merger ratio of 1:3 or
larger; this value is user-adjustable, but has little eféecthe
recovered mass function or clustering (see 8§4.5).

3.5.4. Additional Halo Properties and Merger Trees

Two more common outputs of halo finders afg,y, the
maximum circular velocity andRs, the scale radiusvpmay is
simply taken as the maximum of the quantiyﬁM(r)r‘l; it
should be noted that this quantity is robust even for the lsmal
est halos because of the extremely shallow dependengg,of
on radius. FoRs, we divide halo particles into up to 50 radial
equal-mass bins (with a minimum of 15 particles per bin) and
directly fit an NFW (Navarro et al. 1997) profile to determine
the maximum-likelihood fit.

We also calculate the Klypin scale radius for comparison
(Klypin et al. 2011), which usegnax andM,;; to calculateRs
under the assumption of an NFW (Navarro et al. 1997) profile.
In particular, for NFW profiles, the radiudgyax at whichvpax
is measured is a constant multifdeof the radiusRs, and is
given by:

d [, 17_
db b™In(1+Db) 1o =0 (5)
This may be solved numerically, with the result that
Rmax=2.1626Rs (6)

Instead of usingRnax directly (which is ill-determined for
small halos), we make use of the ratio Rfiax/Rs to relate
the mass enclosed withinI528Rs to Vmax, Myir, and the con-
centrationc = Ry /Rs:

¢ _, Ri 21626
f(c) ~ M>GM,; f(2.1626) )
f(x)zln(l+x)—%( )

Thus, by numerically inverting the function on the left-kdan
side of Eq. 7¢ may be found as a function ®,;; andvmax

and the Klypin scale radiuBs can be derived. The Klypin
scale radius is more robust than the fitted scale radius for ha
los with less than 100 particles; this is due not only to shot
noise, but also due to the fact that halo profiles are not well-

7

To help with cluster studies, we calculate several halo re-
laxation parameters. These include the central posititsebf
(Xof, defined as the distance between the halo density peak
and the halo center-of-mass), the central velocity offggt, (
defined as the difference between the halo core velocity and
bulk velocity), and the ratio of kinetic to potential ene(q}l)

for particles within the halo radius. We refer interestealdre
ers to Neto et al. (2007) for a description and comparison of
methods for determining halo relaxedness.

We also calculate ellipsoidal shape parameters for halos.
Following the recommendations of Zemp et al. (2011), we
calculate the mass distribution tensor for particles mitiie
halo radius, excluding substructure:

1
Mij = NZX@X]
N

The sorted eigenvalues of this matrix correspond to the
squares of the principal ellipsoid axes® > b® > ¢?). We
output both the axis ratioégl(and %) as well as the largest

ellipsoid axis vectorA.

Finally, we mention that our halo finder automatically cre-
ates particle-based merger trees. For a given halo, its de-
scendant is assigned as the halo in the next timestep which
has the maximum number of particles in common (exclud-
ing particles from subhalos). While it is possible to useséhe
merger trees directly, we recommend instead to use the ad-
vanced merger tree algorithm discussed in Behroozi et al.
(2011). This algorithm detects and corrects inconsisénci
across timesteps (e.g., halos which disappear and reappear
they cross the detection threshold) to further improveehe-t
poral consistency of the merger trees.

(11)

4. TESTS & COMPARISONS

TheRocksTARalgorithm has already undergone extensive
testing and comparison to other halo finders in Knebe et al.
(2011). In tests with generated mock hale®CKSTAR suc-
cessfully recovered halo properties for halos down to 2@-par
cles, in many cases (e.g., for halo mass and bulk velocity) be
ter than all seventeen other participating halo findersabes
where it did not perform best, it was often only marginally be
hind one of the other phase-space halo finders. Notably, out
of all the halo finders, it was the only one to fully succedsgful
recover all halo properties (mass, location, positionoeiy,

determined at distances comparable to the simulation forceandvpay) for a subhalo coinciding with the center of its host

resolution.

We additionally calculate the angular momentum of the
halo (using bound particles out to the desired halo radind) a
the halo spin parametek), as introduced by Peebles (1969):

o WE

- GM25

viIr
whereld is the magnitude of the halo angular momentum and
E is the total energy of the halo (potential and kinetic). For
comparison, we also calculate the Bullock spin parameter
(Bullock et al. 2001), defined as

J
\/szierir Ryir 2G M\:/%ir Ryir

5 With the Bpbm halo finder (Klypin et al. 2011), for example, we have
observed halo masses which drop by a factor of three on atobtlnis affect.

(9)

J
AB

(10)

halo. In addition, Knebe et al. (2011) compared mass func-
tions, vmax functions, correlation functions (far> 2 Mpc),

and halo bulk velocities for a cosmological simulation with
1024 particles;ROCKSTAR had results comparable to other
halo finders in all these results, although only the othespha
space halo finders shared its low mass completeness fmit (
25 particles foMazoq;).

We thus focus on comparisons beyond those already cov-
ered in Knebe et al. (2011). Our comparisons cover results
for several different dark matter simulations, briefly suaam
rized in 84.1. We provide a visual demonstration of the algo-
rithm’s performance in 84.2, a detailed comparison with the
mass and correlation functions for other halo finders in 84.3
an evaluation of the dynamical accuracy of halo properties i
84.4, and we present justification for our choice of the diéfau
parameters in 84.5. Finally, we show figures demonstrating
the excellent performance of the halo finder in §4.6.
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FIG. 2.— ROCKSTARallows recovery of even very close major mergers. This figinavs an example of a major merger involvind®, halos from the
Bolshoi simulation (Klypin et al. 2011). Thep panel shows the complete particle distribution around theging halos. In theecond row the left panel shows
the host particle distribution, and the right panel shovesshbhalo particle distribution, with particles colored¢a@ding to subhalo membership. (The particle
plotting size has been increased to show more clearly thenerf the small substructures in the right-hand panel). tWeedifferent colors in the left-hand
panel hint at the fact that there are indéleeehalos involved in the major merger, two of which are extrgnubbse to merging. The uniform subhalo shapes in
the right-hand panel suggest that subhalo particles carsbrgiiished without bias despite extreme variations enttbst particle density between the subhalo
centers and the subhalo outskirts. Tdwtom row shows more clearly the extremely close major merger. Th®imoleft-hand panel shows the full particle
distribution in position space in a small region close tortierging halo cores; here, the bimodal distribution is avigbut distinguishing particle membership
is impossible beyond the immediate vicinity of the cores.tkinother hand, the bottom right-hand panel shows the sartiel@sin velocity space, where the
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FiG. 3.— The halo mass function for distinct halos is very simitapreviously published results. Thep row shows comparisons to the Tinker et al. (2008)
central halo mass function for each of the four LasDamas$(see Table 1). Good agreement is seen above 100 partitleboffom row shows a comparison
between thekocksTarandsbm (Klypin et al. 2011) halo finders on the Bolshoi simulatio®48® particles, 250 Mp&1~1). Theleft-hand plots show the full
mass functions, and thigght-hand plots show the residuals, with Poisson errors shown for thist®i simulation. As noted in Tinker et al. (2008), the loadied
mass range does not extend beloW ™M, ; furthermore, the authors state “the behavior of the fitfingction at lower masses is arbitrary.” We therefore do
not extrapolate the Tinker et al. (2008) mass function incmparisons.
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FiG. 4.— The halo velocity function is also very similar to pwsly published results. This figure shows comparisons dztwelocity ¥max) functions for
the RocksTARhalo finder andsbm on the Bolshoi simulation (204&articles, 250 Mpd™). Theleft-hand plot shows all halos; theght-hand plot shows
satellite halos only.
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4.1. Simulation Parameters

We use five sets of simulations for this paper. The first
of these, Bolshoi, has already been extensively detailed in

P M~ |

Klypin et al. (2011). To summarize the relevant parameters, 10 X —BDM(v__>300km&) |
it is a 2048 particle simulation of comoving side length 250 o[ — —Rockstar | ]
Mpc h™2, run using the ART simulation code (Kravtsov et al. 10 ]
1997) on the NASA Ames Pleiades supercluster. The as- Al
sumed cosmology i€, =0.27,024 =0.73,h=0.7,ns = 0.95, 10
and o = 0.82, similar to WMAP7 results (Komatsu et al. o
2011); the effective force-softening length is 1 Kpé, and 10
the particle mass is.26 x 10°M, h™. i

We also use four simulations of different sizes from the 10
LasDamas project (McBride et al, in preparatién)These g
have 1128to 1406 particles in comoving regions from 420 1Pk |
Mpc h™* to 2400 Mpch™ on a side, and were run using the IR0 T
GADGET-2 code (Springel 2005). Again, the assumed cos- r [Mpc H']

mology is similar to WMAP7, withQ, = 0.25, Q5 = 0.75,

h=0.7,ns = 1.0, ando = 0.8. The effective force-softening

lengths range from 8 to 53 kgt!, and the particle masses

range from 187 x 10°Mg, h™* to 457 x 10'h™*M,,. Details 10—y

of all the simulations are summarized in Table 1. E 4
10E — BDM (v, > 150 km §)
4.2. Visual Demonstration P — - Rockstar
L. of x\ ]

In order to demonstrate how the algorithm performs on ha- 10 AN 3
los in a real simulation, Fig. 2 shows an example of how par- s B b
ticles are assigned to halos in a major merger; this example w10 =
has been taken from the Bolshoi simulatioz at0. From the 02:* E
top image in the figure, one might expect that two large ha- 1
los separated by about 200 kpc are merging together, but 10t i
careful analysis reveals that the larger halo actually isté1s
of anothermajor merger wherein the halo cores are separated 1L ]
by only 15 kpch™. As shown in the bottom-left panel of B ¥+ F T I EE s P
the figure, the existence of the third massive halo is visible r [Mpc h]
a moderate significance level in position space—however, a
position-space halo finder would have no way to correctly as-
sign particles beyond the immediate locality of the two sore
Yet, in the bottom-right panel, the separation of the twahal 1 -
cores s clearly distinguishable in velocity space. As sach & ]
only can the distinct existence of the close-to-mergingéal 10°E —BDM (v, > 100 km§)
be reliably confirmed, but particle assignment to the twoéal F — - Rockstar ]
based on particle velocity coordinates can be reliablyiedrr 10 * = Subfind
out as well. o

We also remark that phase-space halo-finding helps im- 10
prove the accuracy of subhalo shapes by removing the need d 102;
to perform a position-space cut to distinguish host paasicl E
from substructure particles. Satellite halos are usudflsed 10t
in velocity space from their hosts, but just as importarntigy F
usually also have a much lower velocity dispersion tharrthei 10°F
hosts. This implies that satellites may be reliably founerev o :
in the dense cores of halos—although the position space den- R E—T
sity is very high for host particles, the average velocispeir- r [Mpc K]

sion is large enough that the lower-dispersion subhala-part
cles can be reliably distinguished from host particles. €een . . . - .
FIG. 5.— Two-point correlation functions are very similar teepiously-

quently, as shown in the middle-right panel of Fig. 2, sl published results except relatively close to the centelisatifs. This figure

are picked out even in the dense halo centers without bias ashows correlation functions for tfeocksTarhalo finder andsbm on the

regard to shape or size. Bolshoi simulation (2048 particles, 250 Mpd?). Thetop panel shows
the correlation function fovmax > 300 km $1 (10,000 halos), theniddle

. . . panel shows the correlation function f@rax > 150 kms™ (100,000 halos),
4.3. Mass and Correlation Function Comparisons and thebottom panel shows the correlation function fgfax > 100 kms™.

An extensive Comparison of the mass function and Corre|a_T|’le bottom panel includes a comparison with Subfind. Subfaidshwere

; : - only available for 1/125th of Bolshoi (a total ef 1000 halos for this/max
tion function betweemocksTar and other halo finders has threshold). For a fair comparison, ba#oCcksTARandBDM results for the

bottom panel were computed on the same region of Bolshoi.
Shttp://1ss.phy.vanderbilt.edu/l asdanas/



TherocksTARHalo Finder 11

TABLE 1
SIMULATION PARAMETERS

Name Particles Size Particle Mass SofteningQm  Qp h g Ns Code
Bolshoi 2048  250h*Mpc 136x10°h" Mg 1hTkpc 027 073 07 082 0.95 ART
Consuelo 1409  420htMpc 187x10°h*M, 8hlkpc 025 0.75 0.7 0.8 1.0 GADGET-2
Esmeralda 1250 640h*Mpc 931x10°h*My 15htkpc 025 075 07 0.8 1.0 GADGET-2
Carmen 1128 1000h* Mpc 4.94x 10%h My 25htkpc 025 0.75 0.7 08 1.0 GADGET-2
Oriana 1280  2400h™*Mpc 457x101h*M; 53htkpc 0.25 075 0.7 08 1.0 GADGET-2

NoOTE. — Descriptions are in §4.1.

inner reaches of halos. This enables it to track very massive

1000 . gaetr?tlrleiltlzs ) subhalos even when their cores are very close to their hosts
in position space, as long as they are sufficiently separated

in velocity space. This is evident both in the increased num-

ber density of subhalos with largg.ax as compared teDMm

(Fig. 4), but also in the increased 1-halo contribution t® th

correlation function for massive halos (Fig. 5). We alsovgho

comparisons for a small region of Bolshoi (1/125th of the to-

tal volume) where Subfind (Springel et al. 2001) halos were

also available in Fig. 5. For the halos considered in thistat

comparison \{max > 100 km s%), BDM may overpredict the

| number of major mergers within 20 kpc?, whereas Subfind

1 may underpredict the number of major mergers within 30 kpc

T e I Fa—— T h™, given the deviations seen in the correlation function as

1 10 10 compared to larger scales.
Halo Mass [M] Fig. 6 shows the relationship betweldi, andvyaxfor both
FiG. 6.— Relationship betweeM,;; andvmax for satellite halos (condi- satellite halos and centrals using tReCKSTAR halo finder

tiggilt ?ﬁgﬂ%aﬂff;ﬁﬂg igegggﬁogf%ir Lir?gé ;éffsf&fgi asigbf?r/]é; S%ﬁﬁé on Bolshoi; as may be expected, satellites have a very simila

2ate||ites have a very similavlyi-vmax relation to centrals, the relation for relation as compared to Ce.ntrals' Due to dynamical sj[rg)pln

satellites has slightly more scatter and is slightly bidsedrds lower masses ~however, the satellite relation has more scatter and idias

at fixedvimax, a consequence of dynamical stripping. towards lower halo masses at fix@ghy.

[km s'l]

max

100

already been conducted in Knebe et al. (2011). Our algorithm 4.4. Dynamical Tests

has changed somewhat since that paper was published, and |n Knebe et al. (2011), the authors performed a series of
the mass angimax function comparison in that paper did not  tests on mock halos in order to assess the accuracy of halo
separate out the effects of central halos from satelliteshah property recovery. While&ROCKSTAR performed extremely
addition, the correlation function comparison only congelr  \well in these tests, they nonetheless are not represemttiv
the outskirts of halos beyond= 2 Mpc h™ and not smaller  the halos which one would expect to find in a real simula-
scales dominated by substructure. tion (the tests considered only spherical, NFW/Plummer ha-
In Fig. 3, we present a comparison of the mass function for los with very little substructure). This is understandabig
central halos in the Bolshoi and Las Damas simulations. Thea real simulation, there is repriori “correct” answer for the
results fromROCKSTAR agree with those from Tinker et al.  recovery of halo properties. Nonetheless, it is still poissio
(2008) at all masses for halos with more than 100 particles onassess thprecisionof halo property recovery in a simulation
the level of a few percent, well within the calibration speci by comparing halo properties between timesteps.
fication (5%) except when Poisson errors dominate. Detailed To this end, we have used code from Behroozi et al. (2011)
comparisons of the mass function from all of the Las Damasto check the halo property consistency for two positionespa
boxes, including fifty times the volume shown here, will be halo finders oM and Subfind: Klypin et al. 2011; Springel
presented by McBride et al (in preparation). In the Bolshoi et al. 2001) ancRoCKSTAR on the Bolshoi simulation. This
simulation, the mass function for central halos returned by code simulates the gravitational evolution of halos purely
ROCKSTARIs virtually identical tosbm (Klypin et al. 2011), based on their recovered properties (mass, scale radius, po
differing by at most 5% over the entire mass range until Pois- sition, and velocity). Given the positions and velocitiesrze
son errors dominate; these differences stem mainly from dif timestep, one can thus predict their positions and vetscit
ferent conventions for unbinding particles, especiallgagjor the next timestep with high accuracy; the difference betwee
mergers. the predicted and actual positions and velocities is one mea

Figs. 4 and 5 show comparisons betweenwhg function  sure of the uncertainty in halo property recovery for theohal
for all halos and for satellite halos and the correlatiorcfion finder.

for vmax-selected halos betwe@ocksTAR and theBbm al- Fig. 7 shows the results of this analysis. Babwm
gorithm for the Bolshoi simulation (Klypin et al. 2011). The andROCKSTAR recover halo positions very precisely across
Vmax function for all halos is also mostly identical, differing timesteps; althougRocksTARrecovers positions better by a
by only 5% on average for halos above 100 &M For satel- factor of~ 2 for lower halo masses, both perform close to the
lites, the deviations are slightly more significant, espkgi force (softening) resolution of the simulation. Subfind anda
for very massive halos. Most notably, as a phase-space halthalo positions are averaged over all particles, perfornesipo
finder, ROCKSTARIs able to track subhalos into the extreme in comparisonROCKSTARrecovers halo velocities much bet-
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FIG. 7.— ROCKSTAR shows superior recovery of halo positions and ve-
locities for cosmological halos as compared to both gber and Subfind
halo finders. This figure shows a comparison of the joint ctestcy of halo
position and velocity for two timesteps of the Bolshoi siatidn atz= 0 sep-
arated by 40 Myr, including both distinct halos and subhakyscomparing
the evolution of halo positions and velocities across ties to the values
predicted by the laws of inertia and gravity, one may obtairestimate of
the reliability of halo property recovery (see text, alsdhBmzi et al. 2011).
The Y-axis shows the difference between the predicted arasuned posi-
tion (top) and velocity pottom). ROCKSTAROoffers excellent performance in
locating halo position centers, in all cases very close ¢oftince resolution
of the simulationgbM performs almost as well, but Subfind performs some-
what worse on account of using a different position estimafkDCKSTAR
offers significantly better performance thapm for estimating halo veloc-
ities. Subfind’s halo velocities appear more consisterm H@CKSTAR, but
because they represent the bulk velocity of the halo as epitoshe core ve-
locity (which would correspond to measurable galaxy progg), they suffer
from large systematic errors which make them significamthglaccurate than
ROCKSTAR(see §6). As such, the direct Subfind results are marked with a
asterisk to signify caution in their interpretation. For referentiee system-
atic errors calculated in 86 are included for Subfind in theegrdash-double-
dotted line (“Subfind w/ syst.”). Subfind halos were only &iale for a small
region of Bolshoi (1/125th of the total volume), and so em@asurements

do not extend to halo masses abové*My;, .

ter (2-3 times as precisely) as compareétos , due largely
to the fact thaBDM uses only the innermost 100 particles to
compute halo velocities (Klypin et al. 2011). By compari-
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TABLE 2
SUMMARY OF ALGORITHM PARAMETERS

Variable Default Description Section
b 0.28 Friends-of-friends Tinking Tength. §3.1
f 0.7 Fraction of particles in each hierarchicag3.2
refinement level.
A(z) virial  Spherical overdensity definition 83.3
BP 1 (Bound Properties) Whether halo prop§3.5.3
erties are calculated only using bound
particles.
uT 0.5 (Unbound Threshold) The minimum ra-83.5.3
tio of bound to total mass required for
halos.
MP 0.3 (Major-merger Potential) Mass ratio for§3.5.3

mergers at which particles are evaluated
for boundedness relative to the merg-
ing system, as opposed to individual
halos/subhalos.

in recovering estimates of galaxy velocities always wonsat
ROCKSTAR

4.5. Evaluation of Default Parameters

In Fig. 8, we show the residual mass and correlation func-
tions for changes in the default parameter settingRémck-
STAR. All mass and correlation functions were calculated at
z =0 for the Consuelo simulation. A summary of the main
tunable parameters is shown in Table 2.

In the top row of figures, it is evident that choosing a base
3D linking length ofb = 0.2 does not capture particles all the
way out to the virial radius for massive halos. Larger valfes
b (0.25-0.35) result in very similar mass functions; the stan
dard value ob = 0.28 thus allows some degree of safety even
for specific resimulations with unusual halo shapes. Naceffe
0N Vmax results from choosing larger linking lengths, and thus
the correlation function is unaffected. For smaller valois,

FOF groups become more fragmented; at low particle num-
bers, this can result in a single halo at higbeing detected
as multiple halos for a lowe.

In the second row, the effects of varying the refinement
threshold for the 6D FOF hierarchy are shown. The default
behavior is to retain 70% of particles from the next higher re
finement level. If one retains more particles, then one isemor
likely to find low-significance objects—however, one is also
more likely to find coincidental particle groups which do not
correspond to actual halos. If one had a 90% patrticle retain-
ment threshold, then approximately 4% of 30-particle halos
(10''M,, for Consuelo) would be false positives; this is ex-
actly the residual difference between the mass functiona fo
90% threshold vs. the standard threshold in Fig. 8. Howewver,
50% threshold is somewhat too low, as several percent fewer
halos are detected as compared with the standard threshold.
For halos with masses above 100 particles, where percent-
level comparisons are more trustworthy (Tinker et al. 2008)
the mass functions are almost indistinguishable. Someteffe
is seen in the autocorrelation function fgga, > 240 km st
halos within 40 kpc. However, 85 suggests tRalcKSTAR
with default parameters is already substantially comfigte
major mergers down to 10 kpc; as such, the additional halos
found with f = 0.9 as opposed to the defalilt= 0.7 may rep-

son, Subfind appears to do extremely well; however, becauseesent false detections.

it averages particle velocities over the entire halo irdtefa
over the central region, it suffers from substantial systien

In the third row, the effects of calculating halo properties
using all particles (as opposed to the default behavior tf on

errors (as discussed in 86) which make its actual performanc using bound particles) are shown. When using all particles,
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Fic. 8.— Dependence of the mass function and correlation fonst{max > 460 km s andvmax > 240 km s1) for halos in Consuelo (146@articles, 420
Mpc h™1) on the parameter choices in tRecksTARhalo finder (Table 2). Mass function error bars are Poissod,al13'M, halo has approximately 30
particles; correlation function error bars are jackkniféhe top row shows how the mass function recovery is affected by chaniiedinking length used to
preselect bound groups; cleary= 0.2 is too small, but the default valle= 0.28 gives results indistinguishable from larger values. 3émond rowshows how
the mass function is affected when changing the fractionaofigdes retained in each successive 6D refinement levesd. dEffault fraction (0.7) represents the
optimal balance between recovery of small halos while astrae time being resilient to noise at low particle numberigh Iparticle density (see text). The
third row shows that roughly 1-2% of halo particles are unbound; awsto the correlation function plot on the right-hand sidatedlite halos tend to have
more unbound particles than centrals. Toerth row shows that raising the threshold for the required fractibhaund particles mainly affects completeness
for close halo pairs; otherwise, changing the thresholdhoasffect. Thefifth row shows almost negligible effects on the mass function anctladion function
from including additional contributions to the gravitata potential; the main effect is better seen in merger trees
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FIG. 9.— ROCKSTAR demonstrates extremely efficient use of CPU time
as compared to other halo finders with published resultsureighows how
CPU time requirements per billion particles analyzed=a0 depend on sim-
ulation particle mass for a number of simulations (Bolshwl &asDamas
simulations, as well as a lightcone for the DES Blind CosrgplGhallenge).
ROCKSTARtests were timed on four-year-old 2.3 GHz AMD Opteron 2376
cores. Comparisons are included to two other halo findersl{itann &
Knebe 2009; Springel et al. 2010) with published perforneadata. Note
that these were not run on the same system; however, theylikegtrep-
resent a lower bound to the run times if the calculations wepeated on
our systems. FOROCKSTAR typical runtime depends on scale factor ap-
proximately asT oc a%84 at earlier times, fewer particles are clustered and
analysis is more efficient.

halo masses increase by 1-2% on average, implying that 989

of the initially-assigned particles were bound. Including
bound particles affects satellite halos more than centasls

evidenced by an increase in the correlation function in the

regime where the 1-halo term is dominant.

In the fourth row, the effects of changing the boundedness
Lowering the threshold
substantially (to UT=0.1) does not result in any more halos

threshold requirement are shown.

being found; however, raising the threshold to UT=0.7 rtssul
in fewer satellite halos being found and a slight decrement i
the mass function.

In the fifth row, the effects of changing the major-merger

potential threshold are shown; this has extremely litt#E%e

effect on the mass function, and only a minor effect on the

correlation function due to somewhat higher satellite regiss
for lower values of the threshold.

4.6. Performance
Figure 9 shows the excellent performance scalingatk-
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AMD Opteron 2376 processors, 32 GB of memory, and Cisco
DDR HCA Infiniband adapters accessing a Lustre Filesystem)
are over five years old, negating any advantage from newer
technology. The most modern friends-of-friends halo fisder
(e.g., Woodring et al. 2011) are faster by roughly a factor of
two thanROCKSTARON large datasets; however, these cannot
identify substructure nor can they produce complete cgtalo
of halos with SO masses.

5. ESTIMATING SATELLITE HALO COMPLETENESS LIMITS

For many decades, early computational simulations suf-
fered from the so-called “overmerging” problem, where lsate
lite halos were found to disappear almost as soon as they
passed within the boundary of a larger cluster (see Klypin
et al. 1999 for a discussion). This situation has improved dr
matically on account of increased mass and force resolution
in simulations; however, even in modern simulations thsre i
often a need to add “orphan” satellite galaxies (galaxieshvh
exist without a corresponding subhalo) in order to match the
small-scale clustering seen in observations (Kitzbicl&er
White 2008). In detail, this depends on both simulation reso
lution and halo finding; for example, using the halo finderpre
sented here, the clustering on scales larger tha00 kpc for
galaxies in the Sloan Digital Sky Survey can be reproduced
using only resolved halos and subhalos in the Bolshoi simu-
lation (Reddick et al. 2012). With recent observations push
ing the previous small-scale limit of clustering measuretse
from 100 kpc to 10 kpc (Tinker et al. 2012; Jiang et al. 2011),

nd with increased accuracy needs for modeling galaxy popu-
fations in clusters, it is important to understand the latidns
of cosmological simulations’ abilities to recover substtue
at this level.

In observations, the distributions of satellite galaxies
around such massive hosts is completely self-similar (tens
proportional to a power law of radius, with an exponent be-
tween-1.7 and-1.5, Tinker et al. 2012). However, Figure
10 acutely shows the tension between this observational re-
sult and what is found in the Bolshoi simulation for cluster-
sized halosR,ir ~ 1 Mpc); in the Bolshoi simulation, there
is a clear radial incompleteness scale in the recovereanslu
density for merger ratios below 1:30.

Making a quantitative estimate of the radial incompletsnes
scale is difficult because the true satellite halo distrdout
p(r), is unknown. We can nonetheless connect the luminosity
constraints in Tinker et al. (2012) to constraints on dark-ma
ter halos via the assumption that galaxy luminosity is tight
correlated with halo peak mass (i.e., the largest mass that p
genitors of a given halo or subhalo have ever had). This as-

STAR. The costliest part of our algorithm is the process of sumption has been tested in a large number of studies and

calculating the hierarchical refinement levels, which sake

been found to accurately reproduce both the halo mass to stel

more time for halos with more substructure. For that reason,lar mass relation and the luminosity-dependent clustesing
structure finding takes more time both for higher resolution galaxies (Behrooziet al. 2012b; Reddick et al. 2012; Behiroo
simulations and for late redshifts (the runtime per snapsho et al. 2010; Moster et al. 2010; Guo et al. 2010; Conroy &

scales approximately &b o« a®®%). Nonetheless, the halo
finder is still so efficient (5-10 CPU hours per billion parti-

Wechsler 2009; Wang & Jing 2010; Conroy et al. 2006). As
concerns halos, this assumption would imply that the radial

cles atz = 0) that high-throughput access to particle data is dependence of satellite halos with a given peak mass should
important to avoid wasting CPU time. Indeed, despite its ad- also follow a power law with an exponent betweeh7 and

vanced capabilities, it is roughly 4-5 times as efficienttheo
halo finders that include substructure with published gerfo

-1.5.
We thus conservatively define the satellite halo incomplete

mance data (Knollmann & Knebe 2009; Springel et al. 2010), ness scale as the radius at which the logarithmic slope of
as shown in Fig. 9. Some caution is necessary in comparthe satellite halo density(r) becomes shallower thafl.5;
ing these timings directly, as the systems used were not thesteeper numbers could overestimate the true logarithimpes!

same. Nonetheless, the systems used for calculatirax-

of the satellite halo radial distribution. However, we indé

STAR's performance (Sun X2200 systems with 2x2.3 GHz the possibility that the true cutoff slope should+e7 in our
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In order to explain such a drastic reduction in ability to find
satellites, it is instructive to consider the effects otidtrip-
1P —— ————y ping on a satellite in a simulation with limited force and mas

i resolution. In particular, due to gravitational softenirige
104; < ] maximum density of a halo cannot continue increasing indef-
ag Tk j\ ] initely towards its center; instead, it will threshold ats®
2 f \L- distancef,es from the center. For halos with a low enough
210¢ RSN 3 mass, there may not be any particles witfisa of the center;
s TN ] for these halos, the effective maximum density is degraded
s 1 g even further. Due to this effect, satellites are vulnerdble
3 1 tidal disruption much earlier for larger values ffs and for
E I i larger particle masses. In particular, the fluid Roche I{jonit-
Z 10¢ ] der the assumption of a significantly more massive host) is
L given by
100? L Cd E :
.01 1 1 N PH
R MpC] M, = 1671001 e 248 (5 42

wheredrochelS the radius within which tidal disruption occurs,
Ry isthe hostradiugyy is the enclosed averaged host density,
1 e e —rrr andps is the average satellite density. In terms of halos, this
] means that tidal disruption will occur at a distaft&om the
host center where the enclosed host halo average density is
2.473 ~ 7% of the satellite halo peak densjty.
4 A naive application of the Roche limit under the assumption
] of a spherical NFW profile, circular satellite halo orbitset
T~ N ] mean mass-concentration relation from Bolshoi, as welias t
'~ N mass and force resolutions of Bolshoi yields an estimateeof t
“ ] theoretical disintegration limit shown in Figure 10. A nuenb
—— BDM* '~ ] of significant limitations apply to this calculation, besauit
— -Rockstar* T does not include any mass stripping for satellites after éme
- — Theoretical Disintegration Limit* ter the host, and it does not include any effects from ecimentr
| | | orbits, where satellites at a given radius would be expected
0.001-x s ;
0.001 0.01 0.1 1 to have passed through closer radii many times. The latter
Satellite Mass Ratiqs M, = 10°10"*°M ] bias is stronger for low-mass satellites, which experidese
dynamical friction and so are expected to orbit many more
Fic. 10.— Top panel: A plot showing the radial distribution of existing ~ times before destruction than larger halos; as such, loasma
satellite halos az= 0 in cluster-scale halos as a function of the satellite mass satellites at a given radius are on average more stripped and
ratio (i, the ratio between the peak satellite mass and the host foassjos have had more exposure to high tidal fields than high—mass
found with ROCKSTARIN the Bolshoi simulationBottom panel: the radial li h di Thi lculati | d
completeness limit as a function of satellite mass raticlaster-scale halos _Sate ites at t e Same ra _'US- . IS calcu atl_on also does no
in Bolshoi for bothRocksTArRand thesbm halo finder, defined as the radius  include numerical simulation artifacts wherein forces oe o
at which the logarithmic slope of the satellite distributiceaches -1.5 (see  part of a satellite may be calculated differently from farce
text). Error bars include Poisson uncertainties as wellheeainties in this ; ; ;
cutoff slope, which could reasonably be as high as -1.7 @rief al. 2012). on ar.‘Other part (e'g" direct summation yersus mpltlpOJe .ex
The upturn in radial incompleteness for major mergemsam is a conscious  Pansion). Nonetheless, many of these biases go in the direc-
choice ofsbM 's author. A theoretical limit is also shown, but the caltisia tion of earlier destruction of satellites; as such, thewalton
is valid only for the assumption of circular orbits and spterNFW profiles, represents a useful lower limit on the radius where sasllit
and thus carries large systematic errors. @sterisksthus denote that some it : : _
caution is necessary in interpreting these results. (S®iskion in 85). may exist in massive clusters. For a much more detailed as
sessment of subhalo completeness, we refer the reader to Wu
~etal. (2011).
treatment of the errors. We show the results for the radial This calculation and the results in Fig. 10 would suggest
completeness scale as a function of satellite mass ratel{sa that, regardless of the halo finding technique used, simula-
lite halo peak mass compared to host mass) for massive hostgons of clusters still suffer from a overmerging at the very
(10"*°Mg <M < 10"My) in Fig. 10. We also include re-  innermost radii due to limited force and mass resolution. De
sults for thesbm halo finder in Fig. 10 to show the compari- pending on the scientific questions being addressed, these i
son with non-phase-space halo finding. The benefit of phasecomplete halos may be more or less relevant. For a high res-
space finding is striking for satellite halo mass ratios @&ov olution simulation like Bolshoi, the incompleteness does n
1:30, withRocksTARable to find major mergers consistently impact the correlation function on scales larger thari00
down to atiny fraction of the virial radius. However, forelat  kpc, and is present only in the inner regions of massive halos
lites with smaller mass ratioROCKSTARIs unable to perform  (see e.g. Reddick et al. 2012). In general, when determining
any better thampm . This finding is especially unexpected the desired mass and force resolution to required, thenmequi
considering the results in Knebe et al. (2011), whereak- ments to resolve satellites in the inner regions of massise ¢
STAR was the only halo finder able to accurately recover all ters will be much more stringent. In these regions, tracking
the halo properties of a satellite (mass ratio 1:100) platted  galaxies after their halos are destroyed with “orphans” may
rectly at the center of a million-particle ¥, halo. represent an attractive solution to reduce computaticgxal r
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quirements, but the need for these galaxies is somewhat mit=., 60 ‘ —— 7=141, Excl. SS
igated with increased force resolution and with the effecti E H — —z=1.41, All Part.
halo finding in inner regions available wiHOCKSTAR > 48k 7=0.53, Excl. SS
6. HALO CORE VELOCITY OFFSETS & — —2=0.53, All Part.
o —7=0.00, Excl. SS 1

In the ACDM paradigm, the main method by which halos <
reach a relaxed state is dynamical friction; namely, enargy = 36
bulk motions relative to the halo center of gravity is trans- &
formed into increased halo velocity dispersion. Dynamical &
friction depends not only on the background density that a & 24
satellite halo is passing through, but also on the satetlass
and velocity. For a massive host halo, the high background &

— — z=0.00, All Part.

ffset

—_
[\
T

density means that incoming satellites will initially tsdar >

momentum to the host with high efficiency. However, mas- S | 1 <
sive host halos also have very strong tidal fields, and once © 107 M, halos |

satellites are disrupted into cold velocity streams, dyicam > 0 0.1

friction becomes much less effective at transferring momen Distance from Halo Center [Mpc]

tum into the inner halo regions. This combination of dynam- < 150 " Ednsuelo, 2=0.00, Excl. 8§ |

ical friction and tidal forces suggests that momentum fiems
may be more efficient in the outer regions of a host halo and ~
less efficient in the inner regions, leading to an offset leetv 55 120
the mean velocity of the central density peak and the bulk ve-
locity of the halo.

We examine the presence of this effect by calculating
radially-averaged halo particle velocities (i.e., paetieeloci-
ties averaged in spherical shells) and comparing to the halo
bulk velocity (averaged over all halo particles) for a large
number of central halos in both the Bolshoi and Consuelo
simulations over a range of halo masses{16 10M,) and
redshifts =0 to 14). We additionally consider the effects
of excluding particles belonging to substructure from akle
tions of the radially-binned velocities; results for all thie
median offsets (both including and excluding substrugture
are shown in Fig. 11. 500

Figure 11 demonstrates that the core-bulk velocity differ- "=
ence can be quite dramatic at high redshift for massive halos _i
halos with 16*M,, < M < 3 x 10M, atz= 1.4 have a me- 2 400
dian offset of over 450 km'$ between the velocity averaged £
within 0.1Ry;r (excluding substructure) and the bulk velocity %
of the halo. This effect is lower for both smaller halos and 2 300
later times, presumably due to lower velocity offsets in in-
coming substructure for smaller halos and a reduced merger g
rate at later times. Nonetheless, a clear difference betwee
the inner and bulk velocities is present in all halos testexhe
down toz=0. In all cases, there is a definite radial trend, with
the velocity in the inner region of the halo being farther gwa

km

— — Consuelo, z=0.00, All Part. 1
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from the bulk velocity than the halo outskirts, consisteithw Foo14
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In the calculations which exclude substructure, a clear Distance from Halo Center [Mpc]
plateau is evident below.D-0.2R;; where the core veloc- FiG. 11.— Significant differences are seen between the halovmidcity
ity offset stabilizes, at least for halos with > 1013|\/|®; we and particle velocities especially within 10% of the viniatlius. Panels show

: - : : comparisons between velocities averaged in radial bies §pherical shells)
have insufficient mass resolution to test this effect rdVUSt and the total average bulk velocity of the halo as a functioadius. Results

for smaller halos. This transition is extremely consistent are piotted in terms of the median magnitude of the velodgifgrénce at each
with expectations for where most of the satellite mass will radius for halos in several mass and redshift bins. Caloutgincluding sub-
be stripped in such halos. For a satellite halo with a con- gtéu)cmfe (r;AII Pa%) as "I"e"}fs eXC'“d"I‘gh Pla”i?'es inhsué)sltrﬁlgaéxtl-

: _ : : - I ') are shown. panels show central halos from the Bolsliwiugation;
centration ofc = 10 falhng Into a massive hOSt. with = 5, the middle and lower panels also show central halos from thres@elo sim-
Eqg. 12 would suggest that 90% of the satellite mass (andulation. In all cases, each radial bin contains at least 406ctes so as to
momentum) will be stripped from the main satellite density minimize the effects of Poisson noise. For the lower paihe,numbers of

i ) i 0 ; halos used in Bolshoi were 18, 226, and 484 at redshiftd.41, 053, and
peak at radii greater than3R.irhoss With another 9% stripped 0.00, respectively. All other panels (as well as Consuelazfer0.00) aver-

by 0.1Rirhost As tidal forces increase dramatically towards aged resuits from more than 2000 halos. Each panel showsihatonass bin
the center of a halo, they should disrupt efficient momentum of 9.48 dex (1 to 3 times #M, 10:3M,, and 18M.,, respectively); the
transfer within O1Ri nost €ven for satellites on highly radial  respectivevirial radii are~ 0.3 h"Mpc, ~ 0.6 h™*Mpc, and~ 1.3 h™*Mpc.
orbits.
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velocities, suggesting that the halo core velocity is bo#l-defined and
physical. Thetop two panels show the-velocity offsets between the halo
bulk velocity and radially-binned halo particle velocityrfl0 central halos
with masses between ¥0and 3x 101M, randomly selected from the Bol-
shoi simulation az = 0. The bottom panel shovesvelocity offsets for the
same halos. Theop panel shows calculations excluding substructure; the
middle andbottom panels include all particles. Matching colors between
the panels correspond to the same halo. Radial bins areyespated in
log(r), and as such contain significantly more particles at laegii.r The
red-violet halo dashed ling is undergoing a major merger in its outskirts, as
such, the halo bulk velocity is over 400 kmloffset along thex-direction
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In the calculations which include substructure, the median consistent mean velocity offset between the core veloaisy (
velocity offsets are less than the results which exclude sub discussed in §83.5.1) and the halo bulk velocity, as shown in
structure because substructure is included when caloglati Fig. 14. Significantly, these offsets are much larger thdreei
the bulk halo velocity. In the very innermost regions of ha- the direct Poisson error estimates in determining vekesiti
los, however, both radial velocity averages converge,sstgg  (83.5.1) or the cross-timestep velocity error estimatdsign
ing that our results should be robust to the subhalo finding 7 (84.4). The main differences between Bolshoi and Consuelo
technique used. On the outskirts of halos, the presence otome from reduced mass resolution and substructure resolu-
non-disrupted subhalos results in an upturn in the offset be tion in the latter simulation, resulting in a velocity estita
tween the radially-averaged velocity (including substnue) slightly closer to the bulk average for Consuelo as compared
and the bulk halo velocity. to Bolshoi.

Due to significantly higher mass resolution, the Bolshoi These velocity offsets display a power-law-like behavior
simulation is able to probe the velocity offsets to signifitta across more than four orders of magnitude in halo mass; how-
smaller radii as compared to the Consuelo simulation. Fur-ever, this power law is not the same as the power law for
thermore, the Bolshoi simulation is able to better resolilies  the average velocity dispersier (which is proportional to
structure than Consuelo; as such, the difference between ram/3); instead, the velocity offset relative to the velocity-dis
dial velocity offset profiles which include and exclude sub- persion increases for increasing halo massesz AD, the
structure in Consuelo is less than the difference for Balsho average core-velocity offset may be fit by the empirical-rela
Except for this caveat, the median velocity offsets are in ex tion:
cellent agreement between the two simulations. 043

One more interesting feature of Fig. 11 is that the median (AV?) =5kms* (W) (13)
velocity offset never reaches zero for any of the halos imeeit ©
simulation. That is to say, therem® single radiusvhere the  This relation implies that, for the most massive ~ 2 x
bulk-averaged halo velocity corresponds to the actuab@esr  10'5M,, clusters az= 0, the average core-bulk velocity offset
motion of particles in a radial shell. We examine thisissuef s of order 350 km &.
ther by considering ten halos randomly drawn from the Bol-  \we note that Gao & White (2006) have previously stud-
shoi simulation az= 0 in the mass range 10to 3x 10"M. ied the question of core-bulk velocity offsets in Milky-Way
As before, we compute the average velocity in radial bins for to cluster-size halos in the Millennium Simulation. In thei
each halo, but instead of the absolute offset from the bulk ve work, the core velocity is defined as the average velocity of
locity, we show just the offsets between theomponents of  the most-bound 100-1000 particles as opposed to being de-
the two velocities in Fig. 12. _ _ fined directly by the halo finder. As may be expected from

The results for individual halos in Fig. 12 are justas stiiki  our finding that the core-bulk velocity offset is relativelyn-
as for the median offsets in Fig. 11. Almost every halo in Fig. stant within 0.1R,;, the choice of the number of particles to
11 exhibits the same velocity offset plateau withidRy, use in the definition of core velocity only impacts their re-
suggesting that the velocity withinIR; has a physical in-  sults for the smallest halos in their analysis, which havg on
terpretation corresponding to the actual bulk motion oktho  ~. 2000 to 4000 particles to begin with. They find that the
particles. If substructure is excluded, the radially-agemuk- core-bulk velocity offsets are approximately 10 to 15 patce

velocity often never matches the budkvelocity, implying an of Voo (defined as./GMboan/T-nd). increasina with increasin
overall offset between the main halo motion and satellites. 200 ( 200/ 200), gl /3 ¢
halo mass. A$/q and oy, both scale asM~/° and are ap-

substructure is included, the radially-averagedtlocity can . . .
briefly match the bulk-velocity (and it must do so, by the ~Proximately the same magnitude across a wide range of halo
Y asses at = 0, this compares well with our result in Fig. 14

mean value theorem), but there is no reason why the radiallym o
averaged velocities along other axes must match the bulk ve-that the core-bulk offsets are on the order of 10-20%0f

locity at the same time; in fact, as shown for theelocities also increasing with increa_sing halo mass.
in th)(/e bottom panel of Fig. 12, they do not. As such, the bulk . nterestingly, Gao & White (2006) also explore the accre-

velocity of the particles in the halos shown here does not-act tion histories of halo cores; they find that 75% of clustexisc

ally correspond to the velocity averaged over any of thealadi halos have accreted less than 10% of their core particles sin
shells z=0.5. By contrast, cluster-scale halos have on average ac-

To investigate this latter point in more detail, we show con- creted more than 40% of thelulk massin that same time
ditional dengity plots of thepabsolute offsets betweenatagi  Period (Wechsler et al. 2002). While this does not by itself
averaged velocities and the bulk velocity for the complete SUPPOrt our hypothesis that momentum transfer to the core
sample of 18 to 3x 104M,, (again atz= 0 in Bolshoi) in becomes inefficient due to tidal stripping, it leads to thmsa

o =

Figure 13. While there is significant scatter in the absolute conclusion that accreted material makes its way only very

offsets (on the order of 0.3 dex, after correcting for tha-var slowly to the halo core.
ation over the bin width), only a tiny fractiorg 1%) of the 7. CONCLUSIONS

halos ever have a radial bin in which the averaged velocity We have presented a novel method of finding halos in phase

matches the bulk velocity to better_}han 20 knh, and most space, theROCKSTAR halo finder. This method has several
have significant offsets~( 100 km s7) at all radii from the ey strengths which, in combination, improve on previous ap

halo center. _ _ . .. proaches to robustly identifying halos and their substmast:

These results support the use of the Poisson minimization _ _ _
method of §3.5.1 as a velocity estimator RDCKSTAR as 1. high accuracy of recovered halo properties (as dis-
the method primarily probes the inner regions of halos with cussed in Knebe et al. 2011),

velocity profiles like those shown in Fig. 12. Indeed, fortbot

the Bolshoi and Consuelo simulations, we find an extremely 2. the ability to consistently and usefully define a subhalo

mass (§3.5.2),
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3. the ability to reliably track major mergers down to the careful and thorough review which resulted in a great many
inner host halo core (84 and 85), improvements to the clarity of this paper. PSB and RHW
L , o received support from NASA HST Theory grant HST-AR-

4. explicit grid-independence, orientation-indepenéenc 12159 01-A; RHW was also supported by the National Sci-

and halo shape-independence for recovered halos (§3)ence Foundation under grant NSF AST-0908883. This work

; ; was additionally supported by the U.S. Department of Energy
5. calibrated estimates of the accuracy of recovered halo /o "0 e 1t S E NS00 76SE00515.

properties in full cosmological simulations (84.4),

6. extremely efficient resource consumption both in CPU
time and memory (84.6),

7. massively parallel implementation, supporting large fu
ture simulations (Appendix A), and

8. a publicly available codebase:
http://code.google.com/p/rockstar .

In addition, the halo finder complements the method of
Behroozietal. (2011) for creating merger trees, makingiit p
of the first halo finding system to recover halos using seven
dimensions of information (phase space plus time). These
properties make it ideal for a large number of scientific appl
cations, especially for studies of subhalos and subhatafear
distributions. We have demonstrated the ability to prolie su
structure into the very inner regions of halos, at least aafa
simulations are capable of resolving. This is critical fonc
parison with galaxy statistics in dense regimes, and pdees t
way for direct comparisons of clustering between simutetio
and observations in the regions where the unknown effects of
baryons are the most significant.

We have also investigated the radial dependence of halo ve-
locity. We find that there exists a well-defined core veloc-
ity (for r < 0.1Ri) which is always distinct from the bulk-
averaged halo velocity. Using the bulk velocity to estimate
galaxy peculiar velocities thus carries significant systéen
error, which can be up to 350 kmilsin the most massive
clusters az =0 and is larger at higher redshifts. Furthermore
(as discussed in 86), the halo velocity averaged in radied bi
never matches the bulk average velocity; as such, the bulk av
erage velocity is only an ensemble property of the entire,hal
and the local dynamics have a much more complicated and in-
teresting structure than can be described by the bulk wgloci
and the velocity dispersion alone.
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APPENDIX
LOAD BALANCING

The simplest approach to load balancing—equal volumes-ksuoell on scales where the universe is homogenous, namely,
when individual analysis regions are at least 100 Mpc on a. sitbwever, cosmic variance on smaller scales requires @ mor
sophisticated approach for algorithms designed to run ailsimulations or very large numbers of processors.

The approach we use is to divide the simulation volume intmng&k requiring approximately equal memory. We divide the
number of available processofs, into three factorsNy, Ny, andN,), which control the number of divisions along each of the
principal axes of the simulation. Naturallyl,, Ny, andN, are chosen to be as close as possibld¥S so as to minimize the
surface-to-volume ratio of the divisions. Initially, piates are binned int® = 10* bins according to theix-coordinate, and the
simulation is divided intd\y regions of equal particle count along tka@xis. Then, within each of these regions, particles are
binned according to they-coordinate, and each region is split accordingly alongytagis intoN, subregions of equal particle
count. Finally, each subregion is split in the same way Misub-subregions along theaxis. This process is accurate and
efficient, requiring a fixed total data transfer sizecBN?3), an amount which is completely independent of the total lnemm
of particles.
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3D FOF group calculation is performed in parallel on thegpores without any inter-process communication. Howewar, f
phase-space analysis, the number of recovered groups pacamsiderably depending on the overall density of the yawisl
region (e.qg., voids will have lower fractions of bound pelgs). For that reason, FOFs are distributed to processsmall work
units; as soon as a processor finishes one work unit, it reg@aother to work on (possibly from a completely differeatt p
of the simulation), so that maximum concurrency can be raaiet at all times. However, a single FOF group is never @ th
current implementation) split up for analysis among migtiprocessors. Thus, the analysis time for the largest FO&pgsets
the lower limit for the wall clock time taken to analyze thesilation snapshot, regardless of the number of procesgailalale
for use.

UNBINDING

To calculate which particles are bound to halos, we use afireddBarnes-Hut algorithm (Barnes & Hut 1986) to calculate
particle potential energies with a binary space partitigriBSP) tre€. As noted in Salmon & Warren (1994), the cell refinement
criterion suggested by Barnes and Hut gives unacceptaphyrhaximumerrors (as opposed to average errors); in addition, our
use of a BSP tree (which gives fewer wasted refinement leliats &n octree) renders the Barnes and Hut criterion somewhat
inapplicable. Instead, given a cell containimgarticles with mass centag, we calculate a threshold monopole approximation
distance—that is, the distance frogat which a monopole would be an appropriate approximatich@potential. Following
Salmon & Warren (1994), we can estimate the relative etrorthe calculated potential as a function of distadcigom the
centerxp as being bounded by:

1 o2
0d) < —= = (B1)
1-tge d?
2 _ iM% — %0l
X = = n 9 (BZ)
> izt Imy|

wherex; andm are the locations and masses of thparticles in the cell, andn,x is the maximum distance betweggnand
any of the particles in the cell. Thus, for a given choice @ tblative errop, this equation may be inverted to give a minimum
distance for acceptable use of the monopole approximation:

'max 'max 2 05
> T /(=) +2
d®) = 2 ( 2 ) 0’ (B3)
This equation is valid regardless of the boundary sizeseot#il; hence it is appropriate for use even with a BSP treecidese
0 to give potentials accurate to 4%; from our tests, this ificieht to correctly estimate the boundedness aB99of all halo
particles.

7 Several other halo finders, suchmsm and AHF, use the assumption of spherical symmetry to cakarticle potentials; we find that, while this works
well for the vast majority of halos, the potential calcuthia this way can be dramatically wrong for halos undergoirgjammergers, especially if the halo
center is incorrectly identified.





