SLAC: Task and Milestones

SLAC will focus on the areas of network performance measurement and monitoring and also the roles of network transport applications at both application and protocols levels. Our first task will be to provide the facilities to enable federated mechanisms for performance data retrieval. These ‘network sensors’ will provide a rich and extensive framework for the mining of network performance data from which more advance services will be developed and deployed.

We currently already have simple algorithms to provide event detection in our IEPM-BW suite that provides notifications of anomalous events. It has vastly improved the ability to determine the occurrence of network problems from days to hours. However, much more research needs to be conducted in order to determine the best algorithms for different types of event.

We will also develop automatic methods to reduce the labor intensive manual diagnosis and cross correlation of network monitoring information to identify the ‘bottleneck(s)’ of the system. Bottleneck detection will become important in the future as network resources become more competitive as end-host link speeds increase. It will also help to narrow down the search to specific network components.

We also wish to develop innovative mechanisms to forecast network performance using techniques such as Holt-Winters triple Exponential Weighted Moving Averages (EWMA), Principal Component Analysis, wavelets, and/or the use of neural networks. By using data from various network sensors located in real production networks, short and long-term (hours to days) forecasting techniques for predicting bottleneck magnitude and location will be developed taking into account short term variations, long term trends and seasonal changes. These forecasts, including confidence levels, will form the foundation of higher level services such as application network provisioning.
Liaison Activities:

The evaluation, implementation and evolution of numerous disparate monitoring systems to provide a uniform method of data access for network monitoring data will require close ties with the following: GGF’s NMWG, perfSONAR, AMP, ESnet, Internet2 (OWAMP, bwtcl), Geant, MonALISA. We will also work closely with the relevant groups to determine specific network monitoring requirements from various SciDAC groups such as High energy particle physics (Babar and LHC), Fusion Energy and Genomics research to provide qualitatively useful view of network performance.

Year 1:

The first year will focus on the federation, deployment and integration of the various network-monitoring solutions available to facilitate network monitoring of the various application leads that CANTIS will focus upon. This will involve:

1. Identification of useful monitoring solutions and performance metrics for each application area (requirements capture).

2. Evaluation and prototyping of passive monitoring solutions using netflow and SNMP.

3. Addition of web service/NMWG front ends to network monitoring solutions if necessary 

4. Development and prototyping of visualisation tools of useful performance metrics to be shown on web front-ends. Using web service backends to communicate with the various network monitoring solutions.

5. Potential significant contribution to GGF NMWG and perfSONAR projects based on experience.

Year 2:

The second year will refine the technological tracks of Year 1 with extra focus on liasing and implementation of application requirements. We will also begin the prototyping and implementation of advanced network monitoring solutions involving bottleneck detection and anomalous event detection.

1. Close liaising with application areas to refine visualisation of network monitoring solutions.

2. Survey and evaluation of existing bottleneck detection algorithms for computer networks.

3. Development, testing and deployment of prototype advanced bottleneck detection algorithms and visualisation techniques using service orientated architectures. 

4. Survey and evaluation of existing anomalous event detection techniques for various network performance metrics such as achievable throughput, available bandwidth, experienced latency and jitter. 

5. Development, testing and deployment of prototypes for anomalous event detection representation and visualisation techniques using service orientated architectures. We expect to work with and compare/contrast PCA (both for multiple metrics and for multiple paths), neural networks, wavelets among others.

6. Initial design of APIs encompassing network monitoring, event detection and bottleneck detection.

Year 3:

Year 3 will put into production the work from Year 2 and implement a forecasting prototype to help facilitate advanced network-application steering.

1. Development, evaluation, comparison of performance forecasting techniques for time-series data, particular taking into account seasonal effects.

2. Widespread adoption of bottleneck detection services to numerous application areas. Evaluation and tuning to improve accuracy and scalability of solution(s).

3. Widespread adoption of anomalous event detection services to numerous application areas. Evaluation and tuning to improve accuracy and scalability of solutions(s).

4. Finalisation of APIs, working closely with application area to gather requirements and implementation details, with initial prototype with network monitoring, event detection, bottleneck detection and network performance forecasting.

Year 4:

Year 4 will develop techniques for diagnosing the cause of events including sources such as route and other network configuration changes, multi-path anomalies, multi-metric anomalies, network path congestion, host related problems, etc..

1. Build canonical data sets of events.

2. Manual analysis of performance data to identify the cause, or at least eliminate non-causes of events.

3. Build a library of events, their likely cause(s) and classify events.

4. Develop, test and deploy tools to discover and gather data from relevant sources to help diagnose event causes using service orientated architectures. These will include host measurements (e.g. from Ganglia, Nagios, LISA, etc.), network path router utilization from perfSONAR, traceroute, active E2E measurements where available, Netflow data etc.

5. Provide tools to analyze the gathered data to help identify the most likely cause(s) of events. This will include applying anomaly detection techniques developed earlier to time series data.

6. Develop alerting tools that provide event and diagnostic information, with the alerts being sent by email, pagers etc. 

Year 5:

Year 5 will “productize” the tools developed, providing documentation, download, installation support, and integration. This will involve integration into the CANTIS toolkit as they mature. It will also provide training on their use and publicize by means of presentations and publications. We will work with ESnet and others to deploy and integrate the tools into network operations in order to consolidate all measurement tools and associated processing methods into the CANTIS measurement toolkit.

