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Summary.  SciDAC large-scale computations and experiments require unprecedented network capabilities in the form of large bandwidth and dynamically stable connections to support large data transfers, network-based visualizations, computational monitoring and steering, and remote instrument control. Current limitations on such network capabilities have proven to be a serious drawback in a number of applications in accessing datasets, visualization systems, supercomputers and experimental facilities. These network capabilities represent a multi-faceted challenge with component technologies ranging from provisioning to transport to network-application mappings, which must be developed, tested, integrated and/or optimized. Currently, such efforts have been scattered and/or duplicated across a number of SciDAC projects, often placing an undue burden on the application scientists to become experts in networking technologies. This project addresses a broad spectrum of networking-related capabilities all needed in various SciDAC applications by leveraging existing technologies and tools, and developing the missing ones. The project addresses the networking and associated technologies for: (a) high performance data transport both for file and memory transfers, (b) effective support of visualization streams over wide-area connections, (c) computational monitoring and steering over network connections with a particular emphasis on supercomputers, (d) remote monitoring and control of instruments including microscopes, and (e) higher-level data filtering to optimize network performance at the application level. The goal is to maintain a comprehensive set of tools and expertise to be readily available to all SciDAC scientists.  In particular, appropriate team members will work closely with SciDAC scientists to design, customize and optimize the networking technologies within their application environments.
Budget: 2.6M/year for 5 years

Duration: FY2006 – FY 2011

Tentative work decomposition:
These are primary areas – the secondary areas might overlap significantly.

ORNL:

Computational monitoring and steering; transport over dedicated channels; overall coordination

BNL:

Provisioning and Transport testing, repository hosting

PNNL:

Instrument control including microscopes

FNL:

File and data systems

SLAC:

Measurement and data transport testing.

UC Davis:

Provisioning, network-visualization optimization

GaTech:

Network-application optimization, including application-middleware active filters

Tentative budget: 2.6M/year for 5 years
ORNL:          600K

BNL:             400K

PNNL:           400K

FNL:             400K

SLAC:          400K

UC:              200K

GaTech:      200K
Total: 2.6M/year
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Organizational Approach:
This center consists of experts from national laboratories and universities with extensive research and practical expertise in networking areas as well as in enabling the applications and middleware to optimally utilize the provisioned networking capabilities. In particular, several PIs are currently active participants in network enabling tasks for a number of SciDAC and NSF science application projects.
The center will focus on networking capabilities needed exclusively by SciDAC science applications with an emphasis on high-performance environments of supercomputers and experimental facilities. The center is based on the concepts of Technology Experts who will address specific technical areas, and Science Liaisons who will interface and coordinate with SciDAC scientists. It will leverage existing network enabling tools and also develop the missing technologies to continue to provide state-of-the-art cross-cutting tools applicable across SciDAC applications. In addition, the science liaisons actively engage scientists in their assigned areas, through regular meetings and interactions, to help the center to keep pace with the SciDAC requirements and to seek the current network enabling solutions. Technology experts continuously monitor and leverage the available networking technologies, and help the center identify and develop the “gap” technologies. They will test and integrate all these technologies into cross-cutting profiling and optimizing tools that can be utilized across science projects, and  also maintain them at a repository. 

The center will serve as a one-stop resource for any SciDAC scientist with a network enabling task.  Each such request will be assigned a single science liaison who would interface with the appropriate experts to work closely to: (i) identify the technology components, (ii) develop a comprehensive network enabling solution, and (iii) install, test and optimize the solution in place.  Each participant institution of this center is assigned 1-2 science areas to act as a liaison based on their prior and on-going relationships with science projects. Also each institution is assigned specific technical network enabling areas.

The center members participate in weekly telecoms and bi-annual meetings. A website will facilitate the dissemination of software and tools as well as will provide a mechanism for a scientist to initiate a communication with the center on a specific network enabling task.

Summary.  
SciDAC large-scale computations and experiments require unprecedented network capabilities in the form of large bandwidth and dynamically stable connections to support large data transfers, network-based visualizations, computational monitoring and steering, and remote instrument control. The applications must be network enabled which requires: (i) provisioning of network connectivity of appropriate capacity and identifying and tuning of the protocols, and (ii) customizing and optimizing the applications and middleware so that the provisioned capacities are made available to the applications in a transparent manner without performance degradations. The phrase Network Enabling (NE) collectively refers to the technologies needed for accomplishing both tasks (i) and (ii), which is significantly beyond the solution space addressed by traditional networking or middleware areas.
Current limitations on network capabilities have proven to be a serious drawback in a number of SciDAC applications in accessing datasets, visualization systems, supercomputers and experimental facilities. In particular, current network enabling technologies are inadequate in meeting the high-performance capabilities needed for the transfer of tera-peta byte datasets, stable and responsive steering of super-computations, and controlling experiments on remote user facilities. These network capabilities represent a multi-faceted challenge with the needed component technologies ranging from provisioning to transport to network-application mappings, which must be developed, tested, integrated and/or optimized within the SciDAC science environments. Currently, such efforts have been scattered and/or duplicated across a number of SciDAC projects, often placing an undue burden on the application scientists to become experts in network enabling technologies. 
The main goal of this center is to serve a comprehensive resource in providing the high-performance network capabilities to SciDAC applications in an optimal and transparent manner. This project addresses a broad spectrum of networking-related capabilities all needed in various SciDAC applications by leveraging existing technologies and tools, and developing the missing ones. We propose to develop NE profiling tools specifically tailored to SciDAC that will generate the connection profiles at application-level, and identify potential components of an end-to-end NE solution. We will develop in-situ optimization tools that can be dropped in place along with the application to identify the optimal NE configurations such as optimal number of TCP streams for application-to-application transfers, and decomposition and mapping of modules of a visualization pipeline. We will also develop APIs and libraries customized to science applications to provide them the NE technologies in a transparent manner. These tools are cross-cutting in nature in that they could be used across a wide spectrum of applications. However, they may not be necessarily optimal or optimally configured within a specific science application environment. To accomplish such finer optimization, appropriate team members will work closely with SciDAC scientists to design, customize and optimize NE technologies within the specific application environments.

In terms of technical areas, this center will addres NE technologies for: (a) high performance data transport both for file and memory transfers, (b) effective support of visualization streams over wide-area connections, (c) computational monitoring and steering over network connections with a particular emphasis on supercomputers, (d) remote monitoring and control of instruments including microscopes, and (e) higher-level data filtering to optimize network performance at the application level. 
