5. Area 2: Measurement and Monitoring

The Socrates project depends on measuring the available bandwidth of the CL and CO links
 along a path, and forecasting the performance of the CL links. From this information we will identify the probable location and magnitude of the forecasted CL bottleneck at a given time, plus the probable bottleneck(s) for the window of time requested. The forecasts will be provided on demand to the Path Computation Servers (PCS) and the Utility Optimizing Servers (UOS). 

Where possible, measurements of available bandwidth will be derived from router/switch interface measurements (stored in interface SNMP MIB variables) of the current utilization and link capacity. In such cases, the actual SNMP MIB measurements will be made by Measurement Servers within Internet Service Providers (ISPs) networks. 

An early source of ISP Measurement Servers will be the Abilene Measurement Infrastructure (AMI). This will measure performance made by hosts collocated with the 11 core routers. An early version of AMI is planned to be available by the time the current proposal is started. The AMI data is planned to be available using a web services interface developed by one of the Socrates collaborators. Further the Energy Science Network (ESnet), the Pan-European Géant network and the Canadian Canarie network are working closely with Internet2 in the SONAR 
collaboration to develop co-operating measurement infrastructures, so we also plan to also have access to Measurement Servers in ESnet, Géant and Canarie. 
In the case of the testbed, we will replicate the AMI toolkit to provide a Measurement Server for the testbed. 
In addition we will require end-to-end monitoring to measure the bottleneck magnitude. This will enable detection of whether the bottleneck is likely to be located at a point where we have a Measurement Server in an ISP’s domain that provides router/switch bottleneck information. 

We will also explore using and/or extending lightweight end-to-end tools such as pipechar to provide measurements that can be used for bottleneck forecasting where ISP router information is not available. Thus there will also be Measurement Servers at end sites. 
The measurements will be read from the Measurement Servers by the Bottleneck Link Identification Server(s) (BLIS). The BLIS  will analyze the data to provide forecasts short to medium term (hours to days ahead) forecasts available via web services upon demand. In some case, e.g. at end sites, the BLIS maybe in the same host as the Measurement Server
5.1. Monitoring Infrastructure

The Socrates project will extend and leverage existing and emerging projects.

The end-site and testbed Measurement Servers will initially be based on the IEPM-BW toolkit developed at SLAC. IEPM-BW is currently deployed at about 40 sites around the world, including major measurement hosts at SLAC, CERN, FNAL, BNL and Caltech. It is being enhanced to provide forecasts from regular and irregularly taken time series network measurements. The toolkit will be extended to read, analyze and provide forecast from the measurement data from the Internet2 Measurement Hosts and provide the BLIS function. It will also be extended to incorporate end-to-end pipechar measurements. If pipechar measurements are found to be valuable, additional IEPM-BW Monitoring  Hosts will be located at end-points of the sites involved in Socrates. As the new forecasting techniques, protocols (see section 4.2) and scheduling algorithms (see section 4.3) emerge, the IEPM-BW toolkit will be modified to incorporate new requirements. We plan to work with the AMI team to explore more closely integrating the forecasting in the AMI Measurement.Servers.
The host machines running the application software will also be utilized to provide a subset of IEPM-BW measurements. The data obtained will be uploaded to the IEPM-BW hosts and added to the available pool of data. 

All the data will be served in the format used by the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG) and additional recommendations resulting from the emerging global measurement infrastructure. Other emerging standards and synergistic activity will be used. In particular, discovery mechanisms to find relevant 3rd party measurements will be incorporated.

Each of these projects, and the research required to build on them, are critical for the goals of the Socrates project.

5.2. Measurement Tools

The measurement infrastructures and projects described in section 5.1 utilize different tools and processes. The methodology of the Socrates project is to measure performance within the network (i.e. route/switch measurements) as well as between dedicated IEPM-BW end-to-end monitoring hosts. Where possible, we will also leverage measurements from the emerging infrastructures.
Active end-to-end light-weight measurements, such as ping, traceroute, pathchirp [] and pipechar [], and heavy-weight measurements, such as thrulay [], iperf [], and GridFTP [] will be made at regular intervals. The light-weight, more frequent measurements, will be used to assist in interpolating the less frequent, more heavy-weight measurements. 
The project participants will evaluate and if appropriate extend pipechar [] to measure hop-by-hop available bandwidth and identify the location and magnitude of the bottleneck, especially where other router information is not available (e.g. in the commercial network or at ingress and egress and exchange points). Although pipechar is probably inadequate for probing high (> 1gBits/s) performance links (due to inadequate OS timing granularity and features such as interrupt aggregation), it may be suitable for evaluating the slower speed edge links and thus complement cases where we may not have core router utilization information from or the Internet2 Measurement Servers. . The Internet2 Measurement Server router utilization and collaborators’ border routers will provide data to evaluate the accuracy and range of applicability of the tool.
Where possible we will also utilize Netflow [] passive measurement data from collaborators’ border routers to provide throughput measurements, and develop interpolation and aggregation techniques to provide time series information from this data.

5.3. Forecasting Algorithms

The BLIS’ will run the forecasting algorithms. The data will be archived and analyzed to provide short and long term forecasts (hours to days ahead), taking into account seasonal patterns in the data. This work will build on the existing work by SLAC in this area []. These forecasts, including confidence levels, will also be available web services by middleware application such as scheduling as well as the Socrates PCS and UOS.
The forecasting will initially be based on the Holt-Winters [] triple Exponential Weighted Moving Averages (EWMA) technique for time series that exhibit long term and seasonal changes. This technique will be applied to the various time-series of active and passive measurements. We will also evaluate other techniques for example those used by CFEngine []. 
Application hosts query the BLIS(s) for the bottleneck link on the specific end-to-end path. The forecasting algorithms are constantly updated. In many cases there will not be time to take measurements once the request has been received. When a query is received, the monitoring host will provide an immediate response to the application (e.g. SERGUI).

<need to include more on the interaction with scheduling tools>

5.4. Bottleneck Daemon

The project participants will develop a bottleneck daemon (bottled, pronounced bottledee). This tool will run on the application host and cache the bottleneck links for popular destinations used from that host. In addition the bottled will upload additional performance data measured from the application host. This will be included in the analysis conducted by the measurement host and forecasting algorithms and verify the bottleneck link was correctly identified.
[geant] Jeff Boote et. al. “Integrated Infrastructure Initiative”

[pathchar] Van Jacobson, “Pathchar”, see http://www.caida.org/tools/utilities/others/pathchar/
[pchar] Bruce Mah, “pchar: A Tool for Measuring Internet Path Characteristics” see http://www.kitchenlab.org/www/bmah/Software/pchar/
[pipechar] Jin Guojong, “Network Characterization Service (NCS)”, see http://www.dsd.lbl.gov/OldProjects/NCS/
[holt-winters] Brutlag J.D., “Aberrant Behaviour Detection in Time Series for Network Monitoring”, Proceedings of LISA 2000, New Orleans, LA, USA, December 2000.
[forecast] R. L. Cottrell et. al. “Anomalous Event Detection for Internet End-to-end Performance Measurements”, see http://www.slac.stanford.edu/grp/scs/net/papers/LANMAN05/LANMAN-ExtendedAbstract.pdf, submitted to LANMAN 2005.

[cfengine] Mark Burgess, “Two dimensional time-series for anomaly detection and regulation in adaptive systems”, Proceedings of 13th IFIP/IEEE International Workshop on Distributed System, operations and management (DSOM 2002). "Management Technologies for E-Commerce and E-Business Applications" Springer 2002.

�Malathi, note as we discussed I believe the CO links will be to variable in their  use to be able to make any reliable forecasts from bandwidth measurements.  However, maybe you need the CO available bandwidths. I suppose we could get this from MPLS MIBs. However, I do not know if or when the SONAR team will provide MPLS MIB information. 


�This implies Canarie is part of SONAR, is this correct?


�I am not sure what we have in mind to deploy at every possible application host. Or is this the bottled?


�Malathi can you add this please.





