1. Hybrid Connections  - Vision and Goals

The emerging high capacity regional, national and international optical networking infrastructures provide new opportunities for the research community.

For demanding applications, such as high-energy physics research, dedicated 10 Gbps links are available. However, most researchers don’t need (nor could they afford) such a link. The Socrates project aims to provide cost-effective access to high bandwidth connections for a wide range of projects.

Existing technology provides a partial solution. MPLS tunnels can carve dedicated links across shared-IP networks. Currently the interested parties have to coordinate, usually by telephone, and manually make the configuration changes. Furthermore the amount of bandwidth carved off for tunnels if often arbitrary. The Socrates project aims to automate the process using measurement-based mathematical algorithms and incorporate RSVP-TE clients into the applications to request the bandwidth.

In many cases the current Internet2 links are adequate for at least most of the path. The Socrates project will use measurement to determine the bottleneck links that cannot meet the researchers needs and focus on tunneling across those links only. Instead of the cost of a dedicated link, researchers will “time-share” the network. 

Reservations are not a guarantee of end-to-end service. Just as a restaurant or airplane reservation does not guarantee a table or a seat at the time specified. Higher priority traffic may preempt a connection. However, the Socrates project will provide a wide range of projects with cost-effective access to the bandwidth needed for their research.

The key concepts are discussed in detail in this proposal.

· Support for specific scientific applications is discussed in section 5. The project web site will provide documentation for other applications to incorporate the tools developed by the Socrates project. Types of applications are also discussed in section 5. The broader impact and outreach is discussed in sections 11 and 12.
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2.1. Existing Network Monitoring Projects

3. Research Challenges

4. Work Plan
As mentioned before, because of the disadvantages in building a dedicated connection-oriented (CO) network, we implement our CO services over an existing connection-less (CL) network (e.g., Internet2).

Development

Four areas of focus. Discussed in sections 5-8.

Deployment will take place in three phases. The purpose 

Phase I 

Phase II

Phase III

Participating networks (see letters of support from UGA, Internet2 and ESnet).

5. Area 1: Applications

Write a paragraph about the types of application: data and sessions. Data-type service involves transmitting a fixed amount of data, and is aimed at delay- and bandwidth-flexible applications like bulk-file transfers. Session-type service involves a fixed bandwidth allocated over some prespecified time interval, and is aimed at bandwidth- and jitter-sensitive applications. These include realtime high-definition video sessions for telemedicine and multi-site interferometry. The specifics of these two types of service will be explained in detail below.

5.1. SER-CAT

The South East Regional Collaborative Access Team (SER-CAT) [] provides structural biologists with access to two X-ray beam-lines operating at the Advanced Photon Source (APS) at the Argonne National Laboratory near Chicago. The team has developed SERGUI – a remote control interface. The SERGUI tool is designed to provide researchers from the 19 participating universities with remote access and control of these beam-lines without requiring researchers to travel to Argonne Labs.  The primary objective is to increase the efficiency of the beam-line usage by an order of magnitude when compared to the current mode of operation at most synchrotron facilities.

The SERGUI application imposes three distinct application requirements on network. First, while the scientist is actively controlling the beam-line, it is necessary to have real-time, closed loop control of the robot. This access must be available at a pre-determined time, whenever the beam-line is reserved for the researcher. It should be available for the entire 2 to 3 hour experimental window.  The second requirement is for a video monitor to allow the remote user to view the experiment setup and progress. This has a higher bandwidth requirement than the control application and also requires the hard scheduling. The bandwidth could be flexible with variable compression schemes. The third SERGUI application requirement is to transfer around 100GB of result data back to the researchers site for analysis. This is not required for the entire experiment but could be established on demand several times during the experimental window.

In addition, the (SSRL) laboratory at Stanford has similar needs and numerous collaborators around the country. They have expressed interest in the project and the Socrates participants will work with them to implement the tools.

5.2. Rsync

A different application is the content distribution application of synchronizing software releases at multiple mirror sites for users to access. The PI’s at Georgia Tech work closely with the operator of the software mirror housed on the GT network. This site receives periodic, large file updates from the source distribution servers in Durham, NC. These updates require large, fast transfers but do not require previously reserved capacity. Delays of up to several minutes are tolerated, as is a fallback to current Internet capabilities.

The Socrates participants will modify the rsync program to make use of dedicated connectivity to mirror the software.

5.3. MAGPIE

The Grid model of computing provides another application for Socrates. The MagPIe [] software provides clustering software over the wide area. The focus is on short duration, on-demand, high-bandwidth applications. No prior reservations required.

5.4. DVTS

An increasingly important application for high-speed networking is the support of remote video conferencing for classrooms. GT is engaged in teaching and collaborative courses between the main campus in Atlanta, GA and remote campuses in Savannah, GA, Metz, France and Singapore. These courses will be using DVTS [] to provide low latency, uncompressed video streams. The base requirement is 30Mb/s in each direction for each video stream. Courses meet on a regular class schedule so the capacity must be available on a reservation basis.

5.5. Summary

The applications discussed in this section represent a wide range of needs. The following table shows the requirements for each. The project participants will modify these tools and demonstrate the benefit of dedicated connectivity. The project web site will provide detailed documentation of how to use the Socrates tools to enhance other applications.

	Application
	Bandwidth Requirements
	Latency Requirements
	Scheduling Requirements

	SERGUI

Robotic Control
	Low – < 1Mb/s
	Minimum round-trip and low jitter 
	Hard schedules required.

	SERGUI

 Video Monitor
	Medium – 1 Mb/s to 30 Mb/s
	Minimum one- way and low jitter
	Hard schedules required.

	SERGUI

Data Transfer
	High – 100 Mb/s to 1 Gb/s
	None
	On-demand, seconds to 1 minute delay

	Software Distribution
	High – 100 Mb/s to 1 Gb/s
	None
	On-demand, 1+ minutes delay 

	MagPIe – Grid computing
	Low to High
	None
	On-demand, 1+ minutes delay

	DVTS video conferencing
	High – 30Mb/s each way
	Minimum round-trip and low jitter
	Hard schedules required for remote classrooms.


6. Area 2: Measurement and Monitoring

The Socrates project depends on measuring and foreacsting the available bandwidth of the CL links along a path. From this information we will identify the probable location and magnitude of the forecasted CL bottleneck at a given time, plus the probable bottleneck(s) for the window of time requested. The forecasts will be provided on demand to the Path Computation Servers (PCS) and the Utility Optimizing Servers (UOS). 

Where possible, measurements of available bandwidth will be derived from router/switch interface measurements (stored in interface SNMP MIB variables) of the current utilization and link capacity. In such cases, the actual SNMP MIB measurements will be made by Measurement Servers within Internet Service Providers (ISPs) networks. 

An early source of ISP Measurement Servers will be the Abilene Measurement Infrastructure (AMI). This will measure performance made by hosts collocated with the 11 core routers. An early version of AMI is planned to be available by the time the current proposal is started. The AMI data is planned to be available using a web services interface developed by one of the Socrates collaborators. Further the Energy Science Network (ESnet), the Pan-European Géant network and the Canadian Canarie network are working closely with Internet2 in the SONAR collaboration to develop co-operating measurement infrastructures. Through this cooperation, we will have access to measurements made on the ESnet, Géant and Canarie. The type of data collected by this infrastructure is expected to include per hop capacity and bandwidth utilization.. 

In the case of the testbed, we will replicate the AMI toolkit to provide a Measurement Server for the testbed. 

In addition we will require end-to-end monitoring to measure the bottleneck magnitude. This will enable detection of whether the bottleneck is likely to be located at a point where we have a Measurement Server in an ISP’s domain that provides router/switch bottleneck information. 

We will also explore using and/or extending lightweight end-to-end tools such as pipechar [] to provide measurements that can be used for bottleneck forecasting where ISP router information is not available. Thus there will also be Measurement Servers at end sites. 

The measurements will be read from the Measurement Servers by the Bottleneck Link Identification Server(s) (BLIS). The BLIS will analyze the data to provide forecasts short to medium term (hours to days ahead) forecasts available via web services upon demand. In some case, e.g. at end sites, the BLIS maybe in the same host as the Measurement Server

6.1. Monitoring Infrastructure

The Socrates project will extend and leverage existing and emerging projects.

The end-site and laboratory testbed Measurement Servers will initially be based on the IEPM-BW toolkit developed at SLAC. IEPM-BW is currently deployed at about 40 sites around the world, including major measurement hosts at SLAC, CERN, FNAL, BNL and Caltech. It is being enhanced to provide forecasts from regular and irregularly taken time series network measurements. The toolkit will be further extended to read, analyze and provide forecast from the measurement data from the Internet2 Measurement Hosts and provide the BLIS function. It will also be extended to incorporate end-to-end pipechar measurements. If pipechar measurements are found to be valuable, additional IEPM-BW Monitoring  Hosts will be located at end-points of the sites involved in Socrates. As the new forecasting techniques, protocols (see section 4.2) and scheduling algorithms (see section 4.3) emerge, the IEPM BW toolkit will be modified to incorporate new requirements. We plan to work with the AMI team to explore more closely integrating the forecasting in the AMI Measurement Servers.

The host machines running the application software will also be utilized to provide a subset of the IEPM-BW measurements. The data obtained will be uploaded to the IEPM-BW hosts and added to the available pool of data.

All the data will be served in the format used by the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG) and additional recommendations resulting from the emerging global measurement infrastructure. Other emerging standards and synergistic activity will be used. In particular, discovery mechanisms to find relevant 3rd party measurements will be incorporated.

Each of these projects, and the research required to build on them, are critical for the goals of the Socrates project.
6.2. Measurement Tools

The measurement infrastructures and projects described in section 5.1 utilize different tools and processes. The methodology of the Socrates project is to measure performance within the network (i.e. route/switch measurements) as well as between dedicated IEPM-BW end-to-end monitoring hosts. Where possible, we will also leverage measurements from the emerging infrastructures.

Active end-to-end light-weight measurements, such as ping, traceroute, pathchirp [] and pipechar, and heavy-weight measurements, such as thrulay [], iperf [], and GridFTP [] will be made at regular intervals. The light-weight, more frequent measurements, will be used to assist in interpolating the less frequent, more heavy-weight measurements. The type of data collected by these measurement tools includes round-trip-times, hop-by-hop router information, available bandwidth, capacity, achievable throughput and file transfer rates.
The project participants will evaluate and if appropriate extend pipechar to measure hop-by-hop available bandwidth and identify the location and magnitude of the bottleneck, especially where other router information is not available (e.g. in the commercial network or at ingress and egress and exchange points). Although pipechar is probably inadequate for probing high (> 1gBits/s) performance links (due to inadequate OS timing granularity and features such as interrupt aggregation), it may be suitable for evaluating the slower speed edge links and thus complement cases where we may not have core router utilization information from or the Internet2 Measurement Servers. . The Internet2 Measurement Server router utilization and collaborators’ border routers will provide data to evaluate the accuracy and range of applicability of the tool.

Where possible we will also utilize Netflow [] passive measurement data from selected routers to provide throughput measurements, and develop interpolation and aggregation techniques to provide time series information from this data.

6.3. Forecasting Algorithms

The BLIS’ will run the forecasting algorithms. The data will be archived and analyzed to provide short and long term forecasts (hours to days ahead), taking into account seasonal patterns in the data. This work will build on the existing work by SLAC in this area []. These forecasts, including confidence levels, will also be available web services by middleware application such as scheduling as well as the Socrates PCS and UOS.

The forecasting will initially be based on the Holt-Winters [] triple Exponential Weighted Moving Averages (EWMA) technique for time series that exhibit long term and seasonal changes. This technique will be applied to the various time-series of active and passive measurements. We will also evaluate other techniques for example those used by CFEngine []. 

Application hosts query the BLIS(s) for the bottleneck link on the specific end-to-end path. The forecasting algorithms are constantly updated. In many cases there will not be time to take measurements once the request has been received. When a query is received, the monitoring host will provide an immediate response to the application (e.g. SERGUI).

<need to include more on the interaction with scheduling tools>

6.4. Bottleneck Daemon

The project participants will develop a bottleneck daemon (bottled, pronounced bottledee). This tool will run on the application host and cache the bottleneck links for popular destinations used from that host. In addition the bottled will upload additional performance data measured from the application host. This will be included in the analysis conducted by the measurement host and forecasting algorithms and verify the bottleneck link was correctly identified.
7. Area 3: Device Management

The approach of the Socrates project is to do bandwidth management only on the network bottlenecks, rather than on every link in the end-to-end route. However, bottlenecks may change over time so bandwidth allocation will be driven by measurements (see section 5).

Currently, network managers (humans) will want to impose an arbitrary maximum on the amount of connection-oriented (CO) traffic permitted across their routers. The Socrates project participants will develop mathematically sound algorithms to determine the optimal value based on the mathematical principal of maximizing utility.

7.1. The Threshold/Partition Parameter

At the bottleneck links, the bandwidth sharing between the connection-oriented (CO) traffic and the co-resident connection-less (CL) traffic is divided into two, one for CL traffic and the other for CO traffic. If there are no CO calls,  the entire link is available for CL traffic.

The algorithms calculate the maximum fraction of bandwidth allocated to the connection-oriented (CO) requests, called the partition parameter, for that router so that the aggregate utility over time is maximized. The bandwidth share between the CL and CO traffic is based on measurements of the CL and CO traffic over time. It is then the task of the Utility Optimizing Server (see section 7.3) to specify the appropriate shares for CL and CO traffic. They may vary from one link to another, and from one time epoch to another. 
The ability to request a dedicated tunnel is existing functionality built into routers using the RSVP-TE protocol. Requests will be fulfilled as long as the threshold/partition parameter is not exceeded. If the threshold/parameter value is reached, a higher priority reservation can replace a lower priority one. If reservation cannot be met at all points along the path, the request is denied and the requestor receives a call failed error message.

7.2. Utility

The scheduling of resource for the Socrates project is based on the mathematical concept of utility. A host or application completing service on the network receives a certain degree of “satisfaction” —usually called utility. Typically, the utility depends on the amount of resources consumed. The utility is gained only if the call completes as desired and is not preempted. The algorithms are designed to ensure maximum aggregate utility over time.

It is often the case that our goal involves maximizing aggregate utility over a large time horizon, taking into account the random variations in system behavior over time.  This is the case in dynamic situations, where requests arrive continually over time.  Such resource allocation problems can be posed in great generality under the framework of Markov decision theory [].  The problem here actually yields to a formulation based on a special case called a partially observable Markov reward process (POMRP). 

The algorithms will model the conditions. The threshold value can be updated, for example, once every hour. The factors on which we base the threshold values are time of day and prior history of requests (perhaps from request logs and network measurement). The expected aggregate utility over one hour is the criterion that drives our optimization of the threshold value. The expectation depends on how the probabilistic features of the system evolve over time, which is captured by a hidden Markov model. Specifically, the evolution of the system over time is due to the random nature of the calls in the system (request arrivals, duration of ongoing calls, etc.). 
In our problem, a hidden Markov model is used to model the following probabilistic components of the system: the arrivals of CO requests over one hour, including all call-specification parameters (start time, bandwidth, etc.), and the starts/completions of CL flows over the hour. The underlying Markov state captures random changes in the behavior of the requests and flows over time. We specifically include the time-of-day as a component of the state, because we expect that call requests and flows are modulated naturally by the time-of-day (e.g., fewer call requests at 1am than at 9am). The observation model captures the factors that are available to us for decision making.
The hidden Markov model for our system can be obtained from a variety of methods to “train” or “learn” from empirical data, including the well known EM algorithm [].  Data, such as request arrivals and CL traffic over time, is collected and used as input for the training algorithms. The model can be updated from time to time to adapt to changing conditions over time.
Given the hidden Markov model, the expected aggregate utility resulting from any threshold-value setting applied over the next hour can be calculated.

7.3. Utility Optimizing Server

The measurement hosts provide input to the algorithms running on a host called the Utility Optimizing Server (UOS). The algorithms discussed in the previous section derive the threshold parameter and UOS serves the information. Each autonomous system (AS) will have a UOS host which will communicate with the devices and periodically update the threshold/partition parameter.

8. Area 4: Protocols

The project will leverage existing work and design new protocols.

· The network control piece of this project will leverage work already done by CHEETAH and DRAGON. 

· Existing features in the routers will be used wherever possible. New features will be introduced to the standards track. For example, the ability to make advanced reservations in GMPLS.

· Initial development (proof of concept) will be demonstrated within a lab and later deployed on a test network tunneled out across cooperating networks. The final phase is to deploy the tools and the protocols on the networks and demonstrate hybrid network connectivity.

· Emulab

9. Management and Coordination Plan

<Table showing effort by each University>
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13. Results from Prior NSF Support

Edwin K. P. Chong: 0099137-ANI, $783,104 (Chong's portion $195,776),  July 1, 2001 to June 30, 2004, "Design and Control of Next Generation Networks: A Measurement Analytical Approach," 31 publications to date resulting from this support.

ANI-A0087487, "Towards enabling a 2-3 orders of magnitude improvement 

in call handling capacities of switches," Sept. 2001 - Aug. 2005,

published 3 journal papers, 6 conference/workshop papers, demonstrated

that hardware implementation of complex signaling protocols (i.e., RSVP-TE)

is possible, and have posted our VHDL models

of RSVP-TE, and a board schematic for a signaling control card using the RSVP-TE

FPGA, on web site: http://www.ece.virginia.edu/~mv/research/hwsig/index.htm.

ANI-0335190, "End-To-End Provisioned Optical Network Testbed for

Large-Scale eScience Applications," Jan. 2004 - Dec. 2006,

published 9 papers (2 journal, 1 magazine, rest conferences/workshops),

two technical reports, have posted specifications and software on

web site: http://cheetah.cs.virginia.edu. Main accomplishment: We have

deployed a wide-area circuit-switched high-speed testbed (NC-GA-TN)

and provided scientists the software to use this testbed for large

file transfers and remote visualization.

ANI-0312376, "ITR: Fast file transfers across optical circuit-switched networks,"

Sept. 2003-Aug. 2005, published 9 papers 

(2 journal, 1 magazine, rest conferences/workshops),

web site: http://www.ece.virginia.edu/~mv/html-files/itr-home.html.

Main accomplishment: understood the tradeoffs between using TCP/IP and circuits

for file transfers, and more generally, of the need for hybrid networks, offering

both end-to-end circuit- and packet-switched paths.

Graduated 3 PhD students, 1 Masters student, and two REU students.
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