[image: image4.wmf]Network

Scheduler

Network Flow

Graph Builder

Data

Planner

Meta

Distributed

DB

Data

Sharing requests

Policy

DB

NETWORK

MONITOR

PingER

Network

Data catalog

SRM

Data Mover

Cache

Predictor

GIS

Data Transfer

Dispatcher

Existing 

Middleware

To be

Developed

Maximum Flow

Calculator

Physics Apps

Other Apps


[image: image5.png]




Cover Page

U.S. Department of Energy Office of Science

Scientific Discovery through Advanced Computing (SciDAC)

Mathematical, Informational, and Computational Sciences (MICS): High-Performance Network Research

Program Notice: LAB 04-03 / DE-FG01-04ER04-03
TeraPaths: A QoS Enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research

A DOE SciDAC and MICS Proposal

For the period July 1, 2004 – June 30, 2007

	Principal Investigator


Dr. Dantong Yu

Senior Engineer, RCF/ATLAS 

Brookhaven National Lab

Physics Department

Upton, New York 11973

Telephone:  (631)-344-4064

Fax:  (631)-344-7616

Email: dtyu@bnl.gov
PI Signature and Date


	
Official Signing for BNL
Richard Melucci

Brookhaven National Lab

Telephone: (631)-344-2911
Fax: (631)-344-2149
Email: melucci@bnl.gov
Official Signature and Date



Requested Funding:
Year 1: 
$881,551



Year 2: 
$894,782



Year 3: 
$917,495

Total Funding Requested:
$2,693,827
Human Subjects and Vertebrate animals Use: NO

Participating Organizations:

	Brookhaven National Lab
	University of Michigan

	Stanford Linear Accelerator Center
	Stony Brook University

	University of New Mexico
	


	Brookhaven National Lab

Principal Investigator
 
Dantong Yu, Senior Engineer, RCF/ATLAS 

Brookhaven National Lab

Physics Department

Upton, New York 11973

(631)-344-4064(Voice)

(631)-344-7616 (Fax)

Email: dtyu@bnl.gov
Co-Investigators


Richard Baker, Depute Director:  rbaker@bnl.gov
Bruce Gibbard, Director:  gibbard@bnl.gov

	University of Michigan

Principal Investigator


Shawn McKee, Assistant Research Scientist
500 East University

Physics Department 

Ann Arbor, MI 48109-1120

(734) 764-4395 (Voice)

(734) 936-6529 (Fax)

Email: smckee@umich.edu
Co-Investigators


John Vollbrecht: jrv@umich.edu


	Stanford Linear Accelerator Center

Principal Investigator


Roger Les. Cottrell, 

Assistant Director, SLAC CS

MS 97, SLAC

2575 Sand Hill Road, Menlo Park, CA 94025

(650) 926-2523 (Voice)

(650) 926-3329 (Fax)

Email: cottrell@slac.stanford.edu

Co-Investigators


Connie Logg:   cal@slac.stanford.edu
Paola Grosso:   grosso@slac.stanford.edu

	Stony Brook University

Principal Investigator


Thomas G Robertazzi, Professor

Department of Electrical & Computer Engineering

Stony Brook University

Stony Brook, New York 11794

(631)-632-8400/8412 (Phone)

(631)-632-8494 (Fax)

Email: tom@ece.sunysb.edu

	University of New Mexico

Principal Investigator


Timothy L. Thomas, Research Scientist

New Mexico Center for Particle Physics

University of New Mexico

800 Yale Blvd NE

Albuquerque, New Mexico 87131

(505)-277-2083 (Phone)

(505)-277-1520 (Fax)

Email: thomas@phys.unm.edu

	















 Table of Contents

iCover Page


1A QoS Enabled Collaborative Data Sharing Infrastructure


11
Background and Significance


11.1
The Problem: Enabling Collaborative Data Sharing


21.2
Definitions:


21.2.1
Quality of Service (QoS)


21.2.2
Policy-Based Network Resource Management


31.3
The State of the Art: Data Sharing Technologies for Group Collaboration


31.3.1
Grid QoS Based Scheduling


31.3.2
Network QoS and Scheduling


41.3.3
Logic Backbone


41.4
Our Proposal: A Data Sharing Infrastructure


51.5
Research Objectives and Approaches


51.6
Contributions


51.7
Applicability of this QoS Schema to the DOE UltraScienceNet Testbed and NSF UltraLight


62
Preliminary Studies


62.1
Application Studies


62.1.1
Data Requirements Identified by High Energy and Nuclear Physics.


62.1.2
Investigations of Network Quality of Services


72.1.3
Outlook for QoS in HEP


82.2
Network Monitoring Study


82.3
High-Speed Network Transport


82.3.1
Network Transfer Protocols


92.3.2
High Energy Physics Data Transfer


92.3.3
Authentication, Authorization to Access Network Services


102.4
Network Scheduling Algorithms


103
Proposed Research


113.1
Quality of Service Research over Wide Area Networks


113.1.1
High Performance Dynamic Bandwidth Provisioning Through Multiple Paths


123.1.2
Integrate GMPLS links into TeraPaths


123.1.3
Parallel Data Transfer from Multiple Data Storages/Caches to Clients


133.2
Network Monitoring


143.3
Policy-based Network Resource Scheduling for Data Sharing


143.4
Integration of Grid Middleware/Tools into Collaborative Data Sharing Applications


153.4.1
Network Overlaying Component


153.4.2
Network Management Layer


153.4.3
Data Sharing Service Layer


153.5
Connections, Technology Transfer, Application


164
Deliverables


164.1
SLAC deliverables: Network Monitoring Tools and Services


164.2
Michigan deliverables


174.3
UNM deliverables


184.4
SUNY deliverables: Divisible Load Scheduler


184.5
BNL deliverables: Bandwidth Provisioning and System Integration


195
Conclusion


196
Tasks, Work Plan and Milestones


1Reference


1Appendix


17
Management Plan


1Budget and Budget Explanation


18
BNL Budget Justification


18.1
BNL Personnel


18.2
BNL Direct Costs


18.3
Indirect Costs – Item I


19
Michigan Budget Justification


19.1
Michigan Personnel


29.2
Michigan Direct Costs


29.3
Indirect Costs – Item I


210
Stony Brook Budget Justification


311
SLAC Budget Justification


311.1
SLAC Direct Costs


311.2
Indirect Costs – Item I


412
University of New Mexico Budget Justification


412
The indirect cost rate is 50%.


4Other Support of Investigators


413
SLAC


413.1
R. Les Cottrell


413.2
Connie Logg


413.3
Paola Grosso


413.4
Software Engineer


514
Brookhaven National Lab


514.1
Dantong Yu


514.2
Richard Baker


515
Stony Brook University


515.1
Thomas Robertazzi


516
University of New Mexico


516.1
Timothy L. Thomas


617
University of Michigan


617.1
Shawn P. McKee


617.2
Bing Zhou


617.3
John Vollbrecht


1Biographical Sketches


1Description of Facilities and Resources


118
SLAC Facilities


119
BNL facilities


220
Michigan facilities


321
Stony Brook facilities






































































































































































Abstract

Large scale data intensive Grid computing requires efficient data sharing supported by high performance network technology and protocols.  We propose a Quality of Service enabled data sharing infrastructure which is built on the emerging high speed network testbeds, includes necessary software development and leverages the evolving grid middleware to support the expanding data requirements posted by widely distributed, but closely collaborative organizations, such as Large Hadron Collider Experiment in Switzerland.  

To simplify the policy-based QoS implementation, we focus our QoS scope at the virtual organization level and allocate its own resources to its computing needs.  This QoS infrastructure utilizes two components: high level data planners that can intelligently select closely related data sharing parties to avoid costly data transfer operations and low level bundles of disjointed network circuits which are dynamically assembled with the help from the network monitoring system proposed in this research. It allows one to share data with guarantees of speed and reliability which are critical to applications with deadlines, expectations and critical decision-making requirements, and improves the overall network resource utilization as well.  

Our research addresses utilizing the current and emerging ultra-high speed network capability for DOE supported national and international applications. It can be directly applied to the DOE UltraScienceNet testbed (or NSF UltraLight) so that they can be mutually beneficial to each other.  It alters the traditional view of independent and heterogeneous network resources, facilitates dynamic network provisioning, and integrates networks into a large scale data sharing platform providing scientists a transparent "data-on-demand" service.

A QoS Enabled Collaborative Data Sharing Infrastructure

1 Background and Significance

LHC and other HENP (High-Energy and Nuclear Physics) experiments, such as RHIC and BaBar, are breaking new ground, both in terms of the amount and complexity of data involved, but also in the size and global distribution of the collaborations themselves.  This leads us to the fundamental challenge which must be addressed for LHC-scale physics: enabling collaborative data sharing.

1.1 The Problem: Enabling Collaborative Data Sharing  
Particles collisions at increasingly large energies have provided rich and often surprising insights into the fundamental particles and their interactions.  Future discoveries at extremely small distance scales are expected to have profound and even revolutionary effects on our understanding of the unification of forces, the origin and stability of matter, and structures and symmetries that govern the nature of matter and space-time in our universe.

Experimentation at increasing energy scales, increasing sensitivity and the greater complexity of measurements have necessitated a growth in the scale and cost of the detectors, and a corresponding increase in the size and geographic dispersion of scientific collaborations as well as in the volume and complexity of the generated data.  The largest collaborations today, such as CMS [CMS] and ATLAS [ATLAS] which are building experiments for CERN’s Large Hadron Collider (LHC) [CERN, LHC] program, each encompass ~2,000 physicists from 150 institutions in more than 30 countries.  

LHC Data Challenges: Current and future HENP experiments face unprecedented challenges in terms of: (1) the data-intensiveness of the work, where the data volume to be processed, distributed and analyzed is now in the multi-PetaByte (1015 Bytes) range, rising to the ExaByte (1018 Bytes) range within a decade; (2) the complexity of the data, particularly at the LHC where rare signals must be extracted from potentially overwhelming backgrounds; and (3) the global extent and multi-level organization of the collaborations, leading to the need for international teams in these experiments to collaborate and share data-intensive work in fundamentally new ways.

The computing model being developed for these experiments is globally distributed, both for technical reasons (e.g., to place computational and data resources near to the demand) and for strategic reasons (e.g., to leverage existing technology investments, and/or to raise local or regional funding by involving local communities).  The LHC experiments in particular are developing a highly distributed, Grid based data analysis infrastructure to meet these challenges that will rely on networks supporting multiple 10 Gbps links initially, rising later into the terabit range.

Network Characterizations of LHC Applications: International LHC collaborations require ultra-fast networks to link their global data and computing resources in order to support a variety of data-intensive activities.  

Bulk data transfers: Many petaBytes of raw and simulated data must be moved between CERN where the data is collected to many national laboratories and hundreds of universities.  Much of this data will exist as copies, and the integrity and identity of the copies must be tracked and stored in metadata databases.  The data can be moved by bulk transfer over relatively long periods and can be interrupted by higher-priority network traffic.

Short-term data transfers: Distributed “analysis” teams will rapidly process multi-teraByte sized data sets that generally have to be moved to available clusters at any of the collaboration’s computational centers worldwide.  As an example, processing 10 teraBytes in one hour would require ~20 Gbps of network bandwidth just to transfer the data.  A large LHC collaboration could have hundreds of such analysis applications ongoing at any one time.

Collaborative interactions: LHC physicists will increasingly exploit advanced collaborative tools and shared visualization applications to display, manipulate and analyze experimental and simulated results.  Some of these applications, especially those that are real-time and interactive, are sensitive to network jitter and loss.

Relevant Infrastructure Requirements for LHC

· Very high end-to-end data rates: Very high bandwidth is needed both for long-term bulk data transfers and short-term (few minutes) transactions.  The required bandwidth follows the accumulated size of the data collection, which will increase at faster than linear rates.  All aspects of the transfer process, including the OS kernels, disk and file systems, net interface firmware and database software, must be optimized for extremely high throughput.

· Monitoring and Measurement: A pervasive monitoring system must track the hundreds of current and pending data transfers that must be scheduled throughout the global Data Grid infrastructure. This system must also measure and track performance and capacity.

· High integrity: Guarantees are needed to ensure the complete integrity of the data transfer process, even in the face of repeated interruptions by higher priority network traffic.

1.2 Definitions:

1.2.1 Quality of Service (QoS)
The term ‘QoS’ is a highly overloaded one that deserves some clarification for its use in this proposal.  Typically QoS in networking is thought of as being equivalent to Differentiated Service (DiffServ) marking.  Our use is much broader.  The issue is that applications require certain capabilities from the underlying infrastructure to perform effectively and efficiently, or sometimes just to work at all.  QoS is an expression of some form of guarantee, either rigid or statistical, that the infrastructure provides to the application.  For networks this could be a “guarantee” of a minimum bandwidth for a certain time window and could be achieved by multiple methods: application pacing, transport protocol pacing, DiffServ, Class of Service, [G]MPLS, dedicated light paths or network circuits, etc.  Alternatively it could be a promise of a packet loss less than a specified maximum or a packet “jitter” within some minimum time window.  The important aspect of ‘QoS’ for this proposal is that it represents a way for the application to interact with the infrastructure to optimize its workflow.

1.2.2 Policy-Based Network Resource Management

The term Policy Based Resource Management is often used to imply the use of specific resources to perform a specific application.  For example a particular application may require a 10 Gbps path from point A to B, and policy routing will ensure that all the links in the path from A to B are set to give the application 10 Gbps..

In our project, Policy Based Resource Management Policy means that an application knows which users are permitted to perform the application and what resources are required to complete the application work.   Rules about what each user is allowed to do and what a Resource will allow are checked before initiating an application.  During the execution of an application resources may change, and the application uses its policy to determine how to adapt.  

As an example, a researcher requesting to execute an application may be authenticated at his home university as valid current faculty and by a virtual collaboration organization as a valid user of the organization’s application.  The application then determines what resources it needs and gets authorization from the organizations owning the resources, possibly using attributes and credentials from the user authorization.  In some cases the application will also reserve specific resources or set specific performance parameters on the resources.  

In our project, policy will be set at multiple organizations for different resources.  User identity and attributes will be set by a home organization, resource policy will be set by the organization owning the resource and application policy will be set as part of defining the application itself.  This allows an organization to set a policy allowing some use of its resource by a virtual collaborating organization without giving up ultimate control of the resource.

1.3 The State of the Art: Data Sharing Technologies for Group Collaboration

1.3.1 Grid QoS Based Scheduling

Grid QoS typically consists of resource discovery, advanced reservation and authorization, and performance monitoring.  In this project the resources are assumed to be owned by multiple organizational domains, and may be controlled by one or more Virtual Organizations.  

A number of multi-domain scheduling programs have been architectured and implemented.  The Global Grid Forum has defined GARA (General purpose Architecture for Reservation and Allocation) [Grid-Reserve, GARA, End-to-End] as a resource allocation architecture within OGSA [G-QoSM]. GARA supports resource discovery and advance reservations of resources.  One implementation is the GARANET testbed [GARANET] which does discovery, reservation and includes policy based QoS allocation. 

Senapathi [QoS-Aware] uses application profiled data to provide the best match between application parameters and system resources. Sphinx [SPHINX] developed a framework for policy based scheduling and QoS in grid computing, and it supports grid resource allocation and allows different privileges to various classes of requests, users and groups.

A widely used scheduling program Condor [Condor] and its Grid supporting front end Condor G(rid)[Condor G] have been developed at the University of Wisconsin.  Condor is a scheduling program used to manage computing clusters which has been widely used to support intra domain computer clusters.  Condor G is a job management and scheduling front end that uses the Globus toolkit to start jobs on remote systems; it can be used as a front end to Condor or other scheduling systems to support resource scheduling across multiple organizational domains.  Condor G, as well as several other scheduling programs (e.g. SUN One), interface with resources using GRAM (Globus Resource Allocation Manager).  This is an interface that presents a common interface to the scheduler and has a resource specific interface to translate commands and information.

1.3.2 Network QoS and Scheduling

Network services need to have predictable behavior for applications to successfully utilize them. Quality of Service is used to characterize a service and its behavior. QoS parameters include resource QoS (CPU speed, network and storage), middle-ware/system QoS (aggregated resource QoS, security, data quality and transfer reliability), application QoS (job processing rates, and security), and user perceptual QoS (deadline, responsiveness, and privacy). Nahrstedt [Multimedia-QoS] provides a detailed QoS classification. 

IS-IS [IS-IS] creates multiple equal throughput paths between two nodes with the traffic split evenly among the available paths. Due to lacking of monitoring information, IS-IS does not optimize the traffic with unequal paths.

Trimintzios [Policy-QoS] proposed a Policy-based Network QoS framework that uses differentiated services and MPLS to provide quality guarantee for the contracted customers and optimize the network resource utilization.  Dynamic provisions of Service Level Agreement (SLA) cross interconnected network domains requiring joint efforts from these domains.  He proposed the concatenation of the SLAs of the involved network domains by forwarding network traffic between two domains with certain QoS guarantees to provide end-to-end QoS[InterDomain-QoS].  QoS Broker [QoSBroker] manages resources at the hosts, coordinates with network resource management layer, properly configures the system resource to application needs via services such as translate, admission and negotiation. The probing of resources for their availability and utilization is studied in Nahrstedt [Multimedia-QoS-1, Multimedia-QoS-2] in the context of multimedia systems. The probes are requests to machines for information on their state that use operating system level calls or application level hooks.  Xu and Nahrstedt 01 [MultiSource] integrate computation and communication with quality of service requirements. They propose a graph based technique involving a version of shortest path routing. 

1.3.3 Logic Backbone

In the past networks have been used to carry flows of traffic without any storage implicitly built into the network.  Work by researchers such as Beck [Beck] seeks to incorporate significant storage facilities (i.e. data depots.) into networks under the name “Logistical Networking”.

Such distributed storage adds a new dimension to Internet and Grid type networks.  Data can be brought closer to users, allow lower latency access at higher speeds than if longer distance transport was necessary.  Because of this it may be easier to meet QoS specifications.  It also provides ample storage for storage constrained users.  Efforts by Beck have placed pilot data depots at sites such as BNL.  Such locally deployed data depots are attractive for large-scale data intensive collaboratory efforts in such areas as high energy physics.

1.4 Our Proposal: A Data Sharing Infrastructure
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We propose a Quality of Service (QoS) enabled data sharing infrastructure based on the emerging high speed network testbeds, which includes necessary software development and leverages the evolving grid middleware. This Quality of Service infrastructure allows one to share data with guarantees of speed and reliability. This is a critical function for applications having deadlines, expectations, and critical decision-making requirements. To guarantee the applications’ QoS requirements, as well as the efficiency of overall network resource utilization, the infrastructure will have smart data sharing planners based on data catalog technologies [SINGH] to intelligently select closely related data sharing parties and avoid unnecessary data transfer operations. After data planners arrange the data sharing parties, the infrastructure dynamically creates multiple virtual private circuits (paths) (VPC) which consist of different intermediate network hops between these sharing parties, and then applies the divisible load theory [VERR, KO] which is suitable to manage multiple paths for data transfer in a coordinated manner.

This infrastructure consists of several components. A network instrumentation module, based on IEPM- PingER/BW, and Web 100, will collect monitoring information about end-to-end network performance and send it to the Grid Information Service (GIS). A prediction module, based on performance history, will estimate the available network bandwidth. A data mover module, based on tools such as GridFtp [GridFTP] and BBFTP [BBFTP], will transfer large amounts of data across the Internet. The Storage Resource Management (SRM) module will be used to manage the distributed data caches. A data planner module accepts users’ data requests, and intelligently selects the related data sources based on their meta-data information and network connectivity, and a network scheduler module combines divisible load theory (DLT) and the maximum network flow algorithm to arrange the data replication from the selected data depots to destination sites. Figure 1 provides the details of integrating these modules into a well- defined infrastructure. We target the creation of an unprecedented collaborative working environment for the Relativistic Heavy Ion Collider (RHIC) experiments at BNL, ATLAS, CMS, and BaBar.

1.5 Research Objectives and Approaches

Due to the heterogeneity of networks in terms of protocols (TCP and its variants versus radical non-TCP based transport protocols), bandwidth, reliability, and network layer 2/3 implementations, it is a great challenge to design an efficient scheduling framework for the large number of data transfers on these shared network resources having no centralized control while enforcing the QoS requirements and providing predictable performance. We identify several technical challenges in the QoS-aware bandwidth provisioning area and propose approaches to solving these challenges. The challenges are performance, policy enforcement and system complexities, and three approaches are listed as follows:

Divisible load scheduling theory (DLT) is a tractable analytical approach for optimally scheduling voluminous partitionable loads. It is thus well suited for optimally distributing loads which are partitioned among multiple paths, a key aspect of this proposal. One of our approaches is to utilize DLT solutions in software to be developed for very large numbers of small data transfers or numerous large data transfers.

Service oriented high-speed networks are required to provide prioritized and predictable performance for different applications, specified by network policy (bandwidth fair share, special privileges among various classes of requests and organizations, and resource preemption) and Quality of Service (e.g. jitter, loss rate, bandwidth, deadline, transfer reliability). Our goal is to enable policy based QoS on DOE Ultra High-Speed Networks for dynamic bandwidth provisioning. We will also evaluate reliability and flexibility of the proposed multi-path strategy in events of system failure and catastrophes.

The third approach is to leverage the existing DOE SciDAC/MICS projects for implementing this proposed infrastructure: specifically the IEPM-PingER/BW projects for network monitoring, Globus Information System provides the global monitoring data, and Storage Resource Management manages data caches.

1.6 Contributions

The proposed systems address utilizing the current and emerging ultra-high speed network capability for DOE supported national and international applications. It alters the traditional view of independent and heterogeneous network resources, facilitates dynamic network resource provisioning, and integrates networks into a large scale data sharing platform providing scientists a transparent data-on-demand service. Through the proposed activity, we can leverage many DOE SciDAC/MICS supported grid middleware projects for data intensive multi-discipline applications. We can also utilize divisible load scheduling theory supported by NSF which has characteristics of fitting extremely well into the large scale network resource scheduling problem. 

We plan three distinct classes of contributions from the research work: proposing technical innovations, implementing them into high-quality software, and enforcing policies to improve resource utilization.

1.7 Applicability of this QoS Schema to the DOE UltraScienceNet Testbed and NSF UltraLight
DOE UltraScienceNet will implement three basic operating modes: packet switched, GMPLS and circuit switched (and linear combinations thereof). These form the basis of an experimental platform of advanced network technologies, and dedicated or shared network resources for our proposed research. Our research will enable the abundant bandwidth and traffic engineering provided by DOE UltraScienceNet for scientific applications running on Grid infrastructures in several areas: scheduling multiple network resource for high-performance data transfer, hiding the network implementation details from high-level applications, providing a high-performance Grid network resource, and coordinating with other Grid services to compose higher level Grid services, such as Grid data management and access, and data intensive Grid application processing. Thus, the proposed Multi-Path High-Speed Overlay Network and the DOE Science Ultra Network will be mutually beneficial.
We should also comment that we fully intend to work closely with the proposed UltraLight[UL] infrastructure, should that be funded by NSF.  Two of our Co-PIs are members of the UltraLight collaboration and UltraLight’s exploration of network infrastructure spanning packet to circuit switched modes would provide a natural basis for the QoS efforts in the proposal.  In addition both programs highlight GMPLS as a means to achieve their goals.  Through our interaction with the UltraLight program we could serve as a bridge between DoE and NSF initiatives, as well as ESNet and Internet2.  This could provide a means to achieve interoperability for LHC projects, which have significant components at national labs as well as at Universities that need to work closely with one another.
2 Preliminary Studies

During the past several years, we have conducted preliminary studies focused on the creation, deployment, application, and evaluation of grid scheduling and data sharing middlewares and fabrication instrumentations.  This section focuses on what are our strengths and why it is relative to our proposal.
2.1 Application Studies

2.1.1 Data Requirements Identified by High Energy and Nuclear Physics. 

The unprecedented volume of data already being generated by HENP, for example at RHIC experiments at Brookhaven National Lab, is demanding new strategies for how the data is collected, shared, transferred and managed. For example, the STAR experiment is already collecting data at the rate of over a teraByte/day. The volume of data will increase by a factor of 10 in the coming five years. To manage and process this amount of data is not a trivial task. Many strategies have been investigated and implemented. Grid technologies are being adopted via the Particle Physics Data Grid (PPDG). These Grid technologies are being deployed at many universities, research institutes and DOE labs that participate in PPDG. They will be able to replicate and analyze information from an interconnected worldwide grid of tens of thousands of computers and storage devices. The Grid environment requires sustained networks to transfer large volumes of bulk data between collaborating sites with high bandwidth. The ATLAS experiment will conduct several data challenges to verify its computing model. These data challenges will generate large amounts of data, producing growing WAN requirements, as shown in Table 1 and Reference[GIBBARD].

	 Table 1: BNL HEP/NP WAN Bandwidth Requirement Estimate

	(Mbits/sec)

	Year  
	2002
	2003
	2004
	2005
	2006
	2007
	2008

	US ATLAS Tier 1 Requirement
	19
	48
	238
	475
	1426
	2852
	9505

	RHIC Computing Facility Req.
	100
	100
	500
	1,350
	2,025
	3,050
	4,600

	TOTAL

BNL HEP/NP Requirement
	119
	148
	738
	1825
	3451
	5902
	14105

	
	OC3
	OC12
	OC48
	OC48
	OC192
	OC192
	OC768


2.1.2 Investigations of Network Quality of Services

There are many approaches to providing Quality of Service that may differ greatly depending on the applications’ needs and on how they are implemented. 

Highly interactive applications such as Voice-over-IP (VOIP) or equipment control are extremely sensitive to network performance and even on high-performance networks many cases will require the use of  Diffserv to provide better than best-effort service and achieve high (toll) quality voice conversations. Some experiences of using Diffserv with VOIP can be found in [VOIP].

Bulk data transfer applications such as used for data replication in HENP, often have needs to transfer GBytes or TBytes of data over production networks spanning multiple service providers. However, to achieve high throughput on long-distance, high-speed networks with today’s standard (Reno-like) transport protocol (TCP/IP) requires extra steps such as using multiple parallel streams that can be unfair to other best-effort TCP/IP users. To minimize the impact of such data transfer applications on other applications while still taking advantage of otherwise unused network capacity, Internet2 introduced the QBone Scavenger Service [QBSS]. In this users (or applications) voluntarily mark some of their traffic (e.g. the large bulk-data transfers) for scavenger treatment by appropriately setting the Diffserv Code Point (DSCP) in the IP packet headers. Routers put such marked traffic into a special queue with very small allocated capacity.

Since most bulk-data transfers today utilize TCP/IP, another way to achieve Less than Best Effort (LBE) service is to modify the TCP stack to utilize only the excess bandwidth as compared to the “fair-share” of bandwidth targeted by other TCP variants. HSTCP-LP [HSTCP-LP] enables a simple two-class prioritization without any support from the network. It does this by using one-way packet delays as an early indication of network congestion and backing off early, rather than awaiting a packet loss as is done by the standard TCP-Reno-like cross-traffic flows.

At a higher layer, some novel applications such as BBCP [BBCP] are able to regulate the rate at which they transfer data, obviously limited by the current available bandwidth of the network path. Thus the user or a middleware application can limit the throughput to be less than some percentage of the available bandwidth. Since the available bandwidth changes with network cross-traffic the regulation should also be dynamic and based on some feedback from the network itself (e.g. by measuring the available bandwidth at regular intervals).

Our collaboration has other experience with testing QoS.  At iGrid2002 [iGrid2002] one of the PIs demonstrated an authorized QoS[AuthQoS] system showing, (1) a fine-grained cross-domain authorization for GARA that leverages existing security and group services and (2) the elimination of the need for longterm Public Key credentials, currently required by GARA. Also shown was a secure and convenient Web interface for making reservation requests based on Kerberos credentials.  This technology can help serve as one of our building blocks for the infrastructure we are proposing here.
2.1.3 Outlook for QoS in HEP

There have been significant efforts at developing and deploying QoS for general use on the internet, but these efforts have never been successfully put into production.  The primary reasons are:

· Lack of a global mechanism for defining policies

· Difficulty in authenticating and authorizing users between separate security realms

· No generic mechanism for creating and managing SLA’s between all resource domains on end-to-end paths

· Difficulty in enforcing policies for all possible QoS flows (inability to scale)

These problems have led groups such as the Internet QoS Working Group to effectively give up on developing a global QoS solution.  

Having noted this, it is also true that QoS solutions have been implemented effectively at the Enterprise level, where a single entity controls the infrastructure and is able to dictate policy and control authorization. 

HENP represents a middle ground between these extremes.  While we are not homogeneous, like a single Enterprise, we are also a much smaller group (Virtual Organization) than the general global internet community.  Moreover, we are a group with extremely high requirements in terms of network bandwidth.  We believe it is feasible to implement an infrastructure which can provide varying levels of QoS (both network and system-wide) in support of LHC physics.  This is made possible because:

· HENP/LHC has a relatively small number of primary sites (Grid Tier centers) distributed worldwide

· The HENP community is very experienced in developing and maintaining cutting-edge infrastructure.

· HENP has been responsible for deploying some of the major international network links and has a very strong relationship with both ESNet and Internet2 as well as many regional  and national network providers (CENIC, I-Wire, Merit, Florida Light Rail, National Light Rail, Pacific Light Rail, etc)

2.2 Network Monitoring Study

Many network tools have been developed to provide active measurements of end-to-end network delay, loss, routes, available bandwidth, achievable throughputs, etc. Some of these are being used on a regular basis in various network monitoring infrastructures that provide publicly accessible data, such as AMP [AMP] and IEPM-Pinger/BW [IEPM-BW] (a comparison of several Internet Active End-to-end Measurement Infrastructures can be found in [Infra]) to monitor end-to-end network performance for ESnet, HENP, major Grid sites and academic and research network users. 

The IEPM-PingER [PingER] project (led by one of the PIs of the current proposal) is arguably the most extensive monitoring project in the world today. It has 30 monitor sites in 13 countries, and remote hosts are monitored in over 100 countries that between them have over 90% of the world's Internet connected population. The ubiquitous ping facility is used so no accounts or credentials are needed at the over 500 remote sites, and the network impact is very low (by default < 100bits/s per monitor-remote host pair), so it is very appropriate for network challenged sites such as those in developing countries or hard to reach places. It provides measurements of Round Trip Time (RTT), jitter, loss, derived TCP throughput etc. that are gathered at regular intervals to two archive sites (SLAC and FNAL) where they are analyzed, reported on in graphical and tabular format and made publicly available via the web.  

Complementary to the IEPM-Pinger project, the IEPM-BW project is aimed at higher network performance communities. IEPM-BW is much more network intrusive and provides detailed end-to-end active measurements to better understand high performance network paths for a few tens of well connected HENP (e.g. tier 0 and tier 1 HENP experiment sites), Grid and Network sites. Currently there are about 10 monitoring sites in 9 countries monitoring over 40 remote sites. The infrastructure is robust and simple, to enable quick deployment. Authentication is based on SSH keys. It provides regular measurements from applications such as BBFTP and GridFTP. It also provides TCP network throughput data from IPERF [IPERF], available bandwidth estimates from ABwE [ABwE], as well as RTT and traceroutes. It has also been used to evaluate new network and application tools, and various transport protocols.

IEPM-BW is a good starting point for the needs of the current proposal since it is in production, provides regular, publicly available monitoring data for over 40 sites, many of which are critical high-performance (>=1Gbps connectivity) HENP and Grid sites. Further the coverage of IEPM-BW can be quickly extended to add new monitoring hosts at data intensive sites such as BNL. For paths/sites with lower performance the IEPM-PingER deployment can also be easily extended to provide representative coverage. 

Making the monitoring data useful to DLT will require predictions of near-term future network performance. The Network Weather Service [NWS] project has been a leader in this field.Work has also been started on evaluating how to make predictions from the IEPM-BW data [IEPM-forecast].

2.3 High-Speed Network Transport 

2.3.1 Network Transfer Protocols

Most bulk data transfer applications today are built on the standard Reno based implementation of TCP/IP. This has worked very well for many years, providing good throughput, stability and fairness.  However, as network speeds reach hundreds of Mbits/s and well beyond, standard TCP/IP does not scale well on the wide area network where there are long delay (> tens of ms) paths with large bandwidth * delay products (BDP) and large congestion windows with many unacknowledged packets in flight. In such cases the congestion avoidance algorithms utilized in standard TCP/IP (Additive Increase Multiplicative Decrease or AIMD), recover too slowly after a congestion event, and reduce the congestion window size too dramatically when congestion is detected. To overcome these limitations, several new advanced TCP stack implementations have recently been proposed. 

In some cases (e.g. High-speed TCP [HS-TCP]) these new stacks are direct evolutions of the Reno implementation. They detect congestion by responding to inferred packet loss (timeout or duplicate acknowledgments) and then reduce the amount by which the congestion window is reduced in the face of congestion, and change the additive increase to be more aggressive. In other cases they utilize multiple parallel flows (e.g. Hacker [Hacker] [LTCP]) each of which is Reno based, or carefully select the optimal socket buffer size to avoid causing congestion [SOBAS], [DRS]. A more radical change used by FAST TCP [FAST] has been to follow the ideas of the TCP Vegas implementation and also assess congestion by responding to queuing delay.

Another promising approach is to dispense with TCP altogether and instead build the network transport on UDP. Examples of this are UDT [UDT] and RBUDP [RBUDP]. Such UDP based tools have the advantage of running in user (as opposed to kernel) space, so may be easier to install and change. However, current implementations suffer from being much more CPU utilization demanding than TCP implementations. This could be a severe limitation since, today, to achieve > 6Gbps, CPU utilization is already a problem for TCP.

To evaluate these network transport protocols for HENP file transfer applications such as GridFTP, BBFTP and BBCP, SLAC has worked closely with several TCP stack developers to install and test 7 different TCP stacks in both real production high-speed network environments and in 10Gbits/s testbeds [Bullot]. The tests evaluated the throughput, fairness, and stability both between flows of the same stack and between the different stacks. Follow on work is evaluating the UDP based UDT transport protocol implementation versus standard and the advanced TCP stacks.

Once we understand the relative benefits and appropriate environments for the various transports, then we can start to deploy them in production HENP data replication servers.

2.3.2 High Energy Physics Data Transfer

MAGDA is a Grid-base data replica management and distribution system developed by BNL Atlas computing group [MAGDA]. It uses relational databases to store the meta-data and data catalog, supports multiple data transfer protocols, such as GridFtp, BBFTP and Secure Shell Copy (SCP), and provides tools for dataset registering, cataloging, and retrieving.  It has been deployed at 18 world-wide research institutes. Magda is successfully providing on-line data catalog service for ATLAS (A Toroidal LHC AparatuS, one LHC experiment) data challenges and transferred 436 thousand files with 115 Tera Byte in total data volume among CERN, BNL and many ATLAS tier 2 centers.

2.3.3 Authentication, Authorization to Access Network Services

AAA (Authentication, Authorization and Accounting) issues are critical to the success of the grid computing model and will be central to any deployable QoS solution delivered as part of our research program.   Having noted this, we intend to select from numerous developing grid solutions in this domain, focusing on authentication and authorization, to support our needs for QoS.  There are numerous projects underway which can be adopted / adapted for our needs:

· Shibboleth [Shib]

· Permis (and more generally XACML) [Permis][XACML]

· SurfNet AAA system [GAAA]

· CAS (Community Authorization System) [CAS]

· VOMS (Virtual Organization Management System) [VOMS]

We must address who is allowed to request specific capabilities from the network at which times, since any useful resource can become oversubscribed without some form of access control.  A related issue is how to do this across multiple security domains (institutions, universities, national labs, etc.)  The above tools provide an excellent starting point to address both of these issues.

We will create a list of applications that have been requested, those that have completed or failed, those that are active and those that are waiting to start.   The user of a requested application must have or get appropriate credentials and attributes from a trusted organization and be authorized by the application authorization server.  Once this is done the application server request (and reserve if necessary) the resources it requires.  The resource owner will authorize use by the application based on the application credentials and attributes and the attributes of the application user.

In this project we assume most users and resources will be part of the same virtual organization supporting distribution of data from CERN to a variety of depots based on incoming requests.  The proposed virtual organization will be responsible for some resources, using tools to allocate the resources as described here.  Some resources may not be directly controlled by the virtual organization, but will be available either by request (e.g. 2 lambda’s from point A to B from 1 to 2 am) or may be generally available but may have variable load (packet switched backbone).  

The ability to control significant amounts of resources limits the complexity of implementing QoS across multiple domains.  It is a research area to determine how many resource owning organizations can be supported and how partial resources (such as 10 lambdas from Chicago to Amsterdam from 2am to 6am today) can be given to a virtual organization. 

2.4 Network Scheduling Algorithms

Scheduling is a critical function for providing efficient usage of resources in grid systems.  Resources include processors, network links and memory devices.  Scheduling may be static or dynamic (real time) and may involve reserving resources ahead of the time of their actual use.  Scheduling may also be done for indivisible tasks or jobs (i.e. tasks that are individually processed on one machine) or divisible tasks or jobs (i.e. data parallel tasks that can be arbitrarily partitioned amongst processors).  There has been an increasing amount of research on QoS based scheduling for applications such as multimedia, clusters and grids.  

For indivisible tasks a number of scheduling techniques have been proposed and evaluated.  A popular scheduling technique is to process lists of tasks/sub-tasks ordered by metrics such as priority levels, deadline times, slack times, or some benefit measure.

 There has been much literature on the overall mapping problem which consists of two components: the matching problem of assigning tasks to machines and the scheduling problem of ordering tasks for execution on a machine.  The general mapping problem is known to be NP complete so heuristic algorithms are usually used in implementations.  Representative work on indivisible scheduling includes table based techniques, probing for resource state, co-scheduling of computation, communication and data repositories.

For divisible tasks, continuing work since 1988 (much of it by one of the P.I.’s) has established that optimal allocation/scheduling of divisible load to processors and links can be solved through the use of a very tractable linear model formulation, analogous to electric circuit equations, though different in the details.   A number of surveys and tutorials on divisible load scheduling are available [Bharadwaj and Robertazzi 96, Bharadwaj and Robertazzi 03, Robertazzi 03].  The theory has proven remarkably flexible.  It has been applied to a wide variety of scheduling policies and interconnection topologies (see the worldwide publication list at Robertazzi’s homepage www.ece.sunysb.edu).

Scheduling policy features that can be modeled include heterogeneous processor and link speed, relative computation and communication intensity, sequential or concurrent distribution, store and forward and virtual cut through switching and the presence or absence of front end processors.   It is a unique traffic engineering theory in its ability to model communications and computation in an integrated fashion.

Divisible load scheduling theory is a promising approach to grid and grid QoS scheduling [Sched1-3].

3 Proposed Research

Today’s production Internet technology provides a “best effort” service in transporting traffic.  However it lacks essential features such as the ability to provide real time monitoring and state information.  Such information is necessary for guaranteeing quality of service levels and for optimal scheduling.  Moreover, it tends to route a data transfer over a single path, resulting in degraded performance when congested or failed node(s) are on the path. Given these characteristics, there is no way to implement any effective form of Quality of Service in the current Internet infrastructure. 

Our proposed research will explore the wide area network issues associated with end-to-end QoS. We will leverage the on-going network monitoring research to support QoS and bandwidth provisioning, and build upon developing solutions for authentication and authorization currently arising from other grid, middleware and network research efforts.  These components will be combined to implement a novel dynamic bandwidth provisioning strategy based on multiple-paths and channel network overlays. The results of our research will be integrated into a production ready, high-performance data sharing infrastructure with “data-on-demand” support.

3.1 Quality of Service Research over Wide Area Networks 

3.1.1 High Performance Dynamic Bandwidth Provisioning Through Multiple Paths

The latter problem, the tendency to route traffic in a single transmission over a single path, can be overcome through the use of parallel paths/links between each source and destination.  Using parallel paths allow a congested path/node to have a less critical influence on throughput and latency than with the use of a single parallel path. Another advantage of parallel paths is that when there is no single network path in the current network domain satisfying the user’s bandwidth requirements, we could bundle several disjointed network paths with different intermediate router configurations together, and provide an aggregated network bandwidth to meet user requirements. Intuitively, the faster paths should receive a proportionately larger amount of data than the slower paths.  We intend to implement an overlay network of such parallel paths in two ways, in order to assure the success of the project.  An overlay network is necessary as TCP/IP and the standard production Internet does not support parallel source/destination paths.

One method that we will investigate is to use the monitoring information produced under this research program in order to make optimal decisions as to the amount of data to send over each of a set of parallel paths.  Link/path monitoring information can be generated from the network monitoring service, for example.  The amount of data to send over each path can in fact be quite easily solved for, once one has accurate monitoring information.

The efficacy of this method does rely heavily on the timeliness and accuracy of monitoring information.  Thus this approach will be compared to the use of adaptive dynamic parallel transport algorithms.  Such algorithms feed a (large) burst of data through each parallel path and only send the next burst when an acknowledgement of the first burst arrives at the source.  This is really a family of algorithms where additional features such as pipelining can be included for additional efficiency (Rodriguez and Biersack [DynParallel]).  With the acknowledgement feedback, the source traffic on each path can adapt to the actual available carrying capacity of a path.  Again, faster paths will tend to carry more data.

In this proposed research, overlaying techniques will be used to implement our multiple paths on top of the existing network resources which hide the routing algorithms and details about quality of service support. We do not plan to re-invent overlaying techniques; instead we leverage existing network overlays, such as RON [RON] in our proposed TeraPaths. The concept of TeraPaths is an overlay structure on top of an underpinning network, which consists of multiple nodes deployed in multiple locations, (such as the gigabit point of access for different organizations, the user network interface to GMPLS, border gateways between different network domains). The locations for these nodes need to be dispersed far away from each other to cover the network being overlaid. The interconnection of these overlaying nodes can form a virtual network topology. This topology will be used to model/approximate the underlying wide area network infrastructure and provide a user level routing support. Each node stores the partial/whole network topology that can be constructed manually during the node deployment or dynamically through information exchanging between neighboring nodes. The nodes in TeraPaths coordinate with each other to forward data to the next node along a user pre-selected path between two communicating parties. The location selection for these network nodes can also co-exist with the data depots of Internet Backplane Protocol (IBP) [IBP]. These data depots can provide necessary buffer space between two logical network hops with bandwidth mismatching and void the cascade failure along this network path. They can provide the flexibility of storing less demanding network traffic in buffer space while facilitating high priority network traffic to go through without delay. 

When a source application needs to set up a connection with a destination application, the node close to the source application creates multiple routing paths (the bundle of paths) between these two communicating parties. Each path is selected from the maximum flow path set computed from the virtual network topology graph stored at the starting node and the connectivity status obtained from the network monitoring service. The selected path will be added into the bundle set one at a time until the bandwidth and other network quality of service requirements are satisfied. The maximum flow graph will be cached and updated dynamically based on neighboring node information exchange for future routing requests. We will also consider other high performance network routing algorithms for multiple path selection. The resulting paths consisting of these overlaying nodes will eventually determine multiple physical disjointed network routes between the two communicating parties. The advantage of these multiple paths is that they can provide more bandwidth than any single one and offer great reliability even when part of a network path is overloaded or unavailable.

3.1.2 Integrate GMPLS links into TeraPaths

Recently Generalized Version of Multi Protocol Label Switching (GMPLS) [GMPLS] extends MPLS to provide traffic engineering for wavelength, lambda, time division multiplexing, and other high bandwidth fiber networks, and is becoming quickly accepted by research institutes and industry. To enable our proposed research at emerging network infrastructure, our TeraPaths framework needs to interact with GMPLS to utilize the guaranteed optical network by deploying our overlaying nodes at the edge devices of the fiber core network. The provisioning requests can be initiated/forwarded through the user network interface (UNI at GMPLS) by the edge devices. Therefore, different operating modes, such as circuit switching (overlaying mode), packet switching (peer mode) and the hybrid combination of these two modes can be easily integrated into our multiple Tera paths via these edge devices which co-host our overlaying nodes. Future research work includes enhancing source routing algorithm into the GMPLS routing strategy, which removes the dependency and costs on the overlaying nodes and provide a thin layered network architecture to expose fiber network capacity efficiently to applications.

3.1.3 Parallel Data Transfer from Multiple Data Storages/Caches to Clients

LHC experiments each year will generate petaBytes at CERN. The data will be transferred from the top tier to lower tier within the tiered computing mode for these experiments. More than five thousand physicists will access, process and analyze this data and add results back to these data sets. A centralized data storage facility with a single copy of frequently used data certainly creates a potential bottleneck and point-of-failure. Several data replication strategies [data replication] were proposed to create multiple copies of a data set to be distributed across a grid network. The advantages of data replication are: providing load balancing and greater reliability and reducing network resource consumption. Three types of data operations at data storages will be considered in this proposed research: large scale long term programmatic data replication/mirroring among data storage centers, short term bulk data  pre-processing and reconstruction performed by physics production managers, and high priority chaotic data analysis done on specific datasets by individual physicists. These operations have different characteristics of bandwidths and response time, and we correspondingly provide different data service to satisfy their different requirements. 

For long term peer to peer data replications, we create multiple paths, as proposed in the previous section, between them and use a round robin algorithm or other heuristic algorithm to feed these paths with data volumes proportional to their bandwidth.

For the second case, the required dataset is large and consists of components, and each of them has a different number of replications.  To achieve a maximum speedup, the subsets of replicas for each component need to be selected together to meet the data transfer constraints and not to overload the data storage system. Our proposed data sharing system will: use the dynamic monitoring information about data storages and availability of network resources to make load balance decision, and apply the well researched DLT theory and other combinatorial scheduling algorithms to arrange parallel data transfer from data servers to a requesting site. To handle the high volatility of the Internet, we will combine a static data scheduling with a dynamic traffic re-arrangement to automatically shift data from a congested network path and over-provisioned data server to other less loaded resources. Dynamic re-scheduling will also depend on the network status collected by network monitoring which is proposed in the next section.

For the third case, the required dataset is not very large, but the total number of jobs is much bigger than the other two, and it requires high priority chaotic (data burst) transfers. The main problem in this type of QoS data scheduling is to transfer as many data jobs from data storages prior to deadlines, using available resources, as is mathematically possible. It is proposed to investigate QoS scheduling in the context of divisible (i.e. data parallel) transfer loads.  The overall goal of this aspect of the proposed research program is twofold. One goal is to develop efficient or perhaps optimal scheduling algorithms for QoS constraint enforcement. The second goal is to develop analytical and simulative tools to evaluate the performance of such scheduling algorithms. The analytical flexibility of divisible load scheduling theory offers an exciting opportunity to well schedule the class of multiple divisible data transfers with QoS constraints. Due to the Grid heterogeneity, it is a great challenge to design an efficient scheduling framework for the large number of data transfer jobs on these shared data storages while enforcing the QoS requirements and providing predictable performance. We identify the technical challenges in QoS-aware DLT and propose approaches to solve these challenges. They are: performance, failure recovery, policy enforcement and cost reduction.

3.2 Network Monitoring 

Research will be required to decide where and with what priority to make network measurements from and to. Initially we will probably focus on a small community of sites such as the upper level HENP tier (0-3) centers, IBP depots that have high performance data replication needs, and major Grid sites. 

There are many network monitoring tools available today (see for example [CAIDA], [NMTF]) providing active (e.g. IPERF, packet-pair dispersion techniques, ping, traceroute) and passive measurements (e.g. SNMP, NetFlow [NetFlow], Web100 [Web100]), The benefits of these tools needs to be carefully evaluated to determine the usefulness of the data, the resources required, the ease of deployment and use, how they scale, their domains of applicability and how they compare with one another. This has been done in some cases (e.g. [CAIDA] and [Compare]), but further independent (of developers’) work is needed as new tools are introduced, higher bandwidths become available, and newer needs emerge.

There are several network monitoring infrastructures in existence today (see [Infra] for example) that provide publicly available data from regularly scheduled and/or on-demand active end-to-end network performance tools. Today most of these provide the information via an interactive on-line GUI. However, for the current purposes we will require the data to be available directly via a program to program interface. Since there are multiple infrastructures it is also critical that this API be standard across all infrastructures, otherwise the combinatorics of data access methods/conversions will become unmanageable. We will therefore focus on promoting and using the Global Grid Forum (GGF) Network Monitoring Working Group (NMWG, two of the PIs are members) definitions of Grid Services interfaces [NMWG]. 

There is also the need to carefully evaluate the impact of measurement accuracy versus timeliness versus coverage. Some tools, such as packet pair dispersion techniques, can provide low-impact, quick (e.g. <1 second) highly frequent or on-demand bandwidth estimates. However, they maybe less related to the achievable throughputs that a Data Planner or Network Scheduler may want, and that a tool such as IPERF would provide. Yet the latter tool may use sufficient resources that it cannot be run as frequently. Further to prevent Denial of Service, care has to be taken in scheduling and, for on-demand results, over who is authorized to run the tool and when. Other tools such as NetFlow and SNMP may only be available for routers at a few sites and access to the data may be restricted. Also for passive tools such as NetFlow and Web100 there may be no recent communications of the required type (e.g. a long file transfer) between the required end-points, to base one’s future expectations on. The net result is that required data is not available for all source-destination pairs, at all times or with consistent accuracy. Research is required to understand the impacts of such limitations on the DLT and to make optimal use of what is available. 

Given that one knows that there are copies of the data required at several sites, there is still the problem of deciding which data is going to be “closest” to what the Data Planner/Network Scheduler requires/wants. The closeness is quantified in terms of how representative the measured paths are to the ones wanted, how close the measurement types are to those wanted and how close in time they are to the required time (usually the present plus some increment such as the time expected to make the transfer). This latter will require research to improve predicting the network performance into the near future. This may include including the effects of diurnal variations, considering special properties of network measurement data (e.g distributions may not be Gaussian normal but may have hard limits (i.e. minimum RTT limited by speed of light in fiber, routers, links etc.) and exhibit heavy tails.

3.3 Policy-based Network Resource Scheduling for Data Sharing

Policies control the utilization of heterogeneous network resource, and provide different level services for diversified users and applications. This section we propose the solution to enforce the limited policies addressed in Section 1.2.2. General network policy enforcement is beyond the scope of this proposal. 

The policy based network management system consists of policy decision point (PDP) which makes decision to service requests, policy enforcement point (PEP) which enforces decisions from PDP and policy database (PDB) and policy management modules, as described in [Policy-Based]. We will re-use this system concept and communication protocols into our data sharing infrastructure to enforce the global policies and local policies for the physics organizations. In our proposed policy framework, We will build a hierarchy of policies based on the hierarchical organization of resource infrastructure and organization, where the top level policy specifies abstract goals and recursively controls the organization and its branches, while each branch and member has more refined policies which provides the implementation details without violating the high level policy. We evaluate several database prototypes, such as LDAP server, relational database with XML capability, for storing and managing the policy hierarchy in term of reliability and performance. We will create distributed PDPs cross physics organization which fetches the policy rules from policy hierarchy and read status information from network instrumentation. Each of them will control multiple PEPs which are deployed at the network overlaying nodes. To simply the system design, our PEP only needs to make use of the policy routing capability provided by resilient overlay networks [RON] without directly controlling the network switches, gateways and routes which are not owned by a single organization.

3.4 Integration of Grid Middleware/Tools into Collaborative Data Sharing Applications

In this section, we will implement the framework proposed in Section 1.4 which leverages the existing grid middleware, and integrates the deliverables from the participating organizations into the Grid data sharing system. The system has four layers, from bottom moving up: 1. Network Fabric Layer consisting of the production networks and future DOE UltraScienceNet and Data Cache/Storage System. We will not provide any further detail for this layer, 2. Network Overlaying Component that provides the substrate network controllability to the upper layer and Monitoring Component, 3. Network Resource Management Layer and Data Replication Management, and 4. Data Sharing Service Layer which is coordinated by Grid resource co-scheduler for job processing. Each of these layers will provide APIs for the upper layer to access their functions. Therefore the lower level network details can be hidden from users. The implementation details about data cache/storage and their API are beyond the scope of this proposal. We will evaluate DOE funded data storage/cache projects and provide interfaces for storage components.

3.4.1 Network Overlaying Component

The network overlaying component encapsulates underlying core network details, enables user controlled network routing, and prioritizes network traffic per user’s requests. It guarantees the limited QoS capability by including policy enforce points at this layer. It provides a set of APIs for: CONNECTION_ESTABLISH, takes a list of intermediate overlaying nodes and priority as input parameters and returns a path identity to the caller; SEND sends the data along the path specified by the input parameter; CLOSE tears down a path; READ_STATE returns the network topology; MODIFY_STATE modifies network topology when a new overlaying node is added; FORWARD passes data from one node to the next node along a path. It is critical for the overlaying network component to support various networks. Due to quickly increasing network speeds over last ten years, the overlaying network nodes may increase the delay, and thus affect the bandwidth. The research results continue to be optimized for the core network routers to reduce the delay caused by overlaying. The final results will be directly embedded into network routers. 

3.4.2 Network Management Layer

This layer plays a central role for bandwidth provisioning. It obtains the network topology from lower layers, and calculates path(s) between two communicating parties based on network flow theory. The layer will call the lower layer to create individual paths. Data will be split into several streams according to divisible load theory and sent out. The policy decision point is hosted at this layer. For example, if a policy specifies that network traffic from the organization A can only go through network domain B, the intermediate nodes from other domains are not chosen and no traffic will be routed through the other domain.

3.4.3 Data Sharing Service Layer

We plan to implement three types of data services proposed in Section 3.1.3 as follows:

· Peer to peer data replication: we will enhance GridFtp and BBFTP with parallel paths transparently. 

· Large scale data replication from multiple sites to a single destination: this service relies on a grid data replica catalog to find all replicates for a dataset, selects the data supplies based on resource instrument, splits the transfer load with divisible load theory and calls the underling layer to arrange the connection from multiple data supplier to a single receiver.

· Large numbers of small size data replications among multiple sources and destinations: we will focus on load distribution among the data storages. This service will be called by grid co-scheduler to choose the best copies of physical data. The selection criteria are: never overload any data replication location, and fast data delivery. 

3.5 Connections, Technology Transfer, Application

The primary immediate goal of this research is to develop tools and software infrastructure for high energy physics experiments supported by DOE such as RHIC at BNL or ATLAS at CERN or BaBar at SLAC. The tools and software infrastructure can be deployed/used by physics grid computing collaborations, such as PPDG and its extension.  The increasing complexity of such experiments and the growing volumes of data generated in high energy physics make this an important goal in itself.  However it is expected that the technology developed under this research program will be of interest and adapted to other large scale collaborations such as occurs in other braches of science and medicine, industry and government.  To speed the transfer of this technology, it is not planned to patent it or otherwise restrict its use.  Moreover it is planned to disseminate the transfer of the technology to other communities through publications of our experience and contributions and web posting of software.

A secondary outcome of this research program will be the creation at the two DOE laboratories and three universities involved in this project of a cadre of personnel skilled in the technology discussed in this proposal.  This includes the training of students who would spread their knowledge upon graduation to wider communities.

4 Deliverables

4.1 SLAC deliverables: Network Monitoring Tools and Services

1. Provide IEPM-BW and PingER monitoring from major RHIC, ATLAS, CMS, BaBar, ESnet and IBP sites. (Network Monitoring), (SLAC, BNL)

2. Extended IEPM-PingER/BW network measurement infrastructure with new measurement tools providing more sources of information for DLT. (Network Monitoring) (SLAC)

3. Widespread deployment of ABwE low impact active probe to providing quick (<1 second) regular and on-demand, bandwidth estimates. (Network Monitoring) (SLAC)

4. Evaluation of new advanced transport protocols such as FAST, HS-TCP, UDT, SOBAS, LTCP, HSTCP-LP. Comparison of their performance in the areas of fairness, stability, throughput, resource utilization, ease of use and installation/support. Improved implementations. (Network Transfer Protocols) (SLAC)

5. Improved forecasting techniques  providing better predictions of future network performance. (Network Monitoring) (SLAC)

6. Grid Services API access to IEPM PingER and BW data so the Data Planner and Network Scheduler can access the data. (Network Monitoring) (SLAC, StonyBrook)

7. Extended tools to filter, extract and analyze network utilization and performance information from passive tools such as NetFlow [NetFlow] and provide access to the data by Grid Services. (Network Monitoring) (SLAC)

8. DLT able to use the IEPM-BW/PingER information and later the NetFlow information. (Network Monitoring) (SLAC, StonyBrook)

9. Public access to ESnet and Internet2 and other monitoring infrastructures providing monitoring data access in a form suitable for the Data Planner and Network Scheduler. (Network Monitoring) (SLAC)

10. Evaluation of new lightweight, low impact tools for providing quick (<1 second) regular and on-demand, bandwidth estimates that work beyond the Gbit/s range. (Network Monitoring) (SLAC)

11. Measurement infrastructures such as E2EpiPES [E2EpiPES], MonALISA [MonALISA], AMP and PlanetLab [PlanetLab] provide new measurement tools sand more sources of information for DLT and other applications/middleware. (Network Monitoring). (SLAC, StonyBrook)

12. Recommendations for deployment of new transport protocols for production use.

13. Deployment  of new transport protocols in applications (such as BBFTP and GridFTP) for BaBar and other major HENP experiments. (SLAC, BNL, UMich)) 

14. Evaluation of  the effectiveness of utilizing tools such as HSTCP-LP,  BBCP and QBSS to provide Less than Best Effort (LBE) QoS. (QoS) (SLAC, UMich)

15. Deployment of new network monitoring tools into PlanetLab (SLAC)

16. Deployment of lightweight active available bandwidth measurement tools for beyond the Gbits/s range into majoe ESnet, UltraScienceNet, HENP and Grid sites. (SLAC)

17. Deployment of QoS tools for BaBar physicists. (QoS) (SLAC, UMich) 

4.2 Michigan deliverables

Work at the University of Michigan will focus on end system QoS as seen by users, as well as addressing authentication and authorization issues required by our proposed research.  Recall that scheduling in the high energy physics context, such as ATLAS, can be done at three levels (Tier 0 to Tier 1, production systems and end user physicists) of which the end user physicists form the largest number of independent entities.  Moreover the end user physicists, as the consumers of the data, must be satisfied in terms of service quality for any network/grid service to be considered successful. Three tasks will be undertaken:

1. Implement and test a system(s) for providing end to end QoS in the context of the efforts by others working on this project.  Use will be made of existing technology for end systems as much as possible.  It is sought to bring high bandwidth QoS capable services to end users using the overlay network concept (i.e. an application layer network product that sits upon the lower protocol stack layer).  By working at the application layer, functionality beyond what the lower levels can be provide is obtained and, of course, the software can be ported to physicist’s machines.  The DOE UltraScienceNet, as well as UltraLight[UL] (if funded), will be used as the underlying networking technology.

2. Develop and deploy an application manager tool supporting authorization of users or devices.  It would also include the ability to request and authorize resources.  This application manager would keep state information about each application and what resources it is using or requesting, as well as interacting with our scheduling software managing resources directly.  This would be built as extension to the Generic AAA Toolkit [GAAA] provided being developed by Amsterdam. 
3. Provide network configuration examples and recommendations, using the knowledge gained with implementation efforts, and to document best practices and software/hardware recommendations. Questions that we seek to answer in the third task include:

· What performance level can be maintained in an operating environment for end users with high bandwidth interconnects?

· How can network monitoring solutions developed under this proposal be employed to address the need for network monitoring, characterization and troubleshooting?

· Which services and “level” of services are appropriate as a baseline for end user sites?  Do we need layer 3/layer 4 features at each Tier (1-3)?

· What configurations should be implemented for end to end users: QoS, multicast, security settings, etc?

· 
· How should network equipment be configured to optimize performance?

· What are the trade-offs involved in selecting and configuring network equipment for the end user environment?

4. 
This work will leverage ongoing work at the University of Michigan in support of HEP grids
4.3 UNM deliverables

Work at the University of New Mexico will focus on development of three activities:

1.  A comprehensive review of the state of knowledge concerning the expected usage patterns and loads characteristic of network activity in the LHC era.  It is generally understood that models such as discussed in the MONARCH report [Mon] are a significant simplification with respect to the environment and grid structures that will probably exist at the time of LHC turn-on.  Especially, patterns associated with interactive analysis systems were not considered in that report.  It is very important to try to refine the expectations for all forms HEP data handling in the LHC era.

2.  Development of a simulation model of the overlay network and data transfer processes characteristics of the three categories of data transfers (bulk/raw, production-managed, chaotic) addressed in this proposal.  These simulations will be constructed using an existing discrete event simulation tool [Si]; for example, the open-source OMNeT++ product [Om].
3.  Creation of a remotelycontrolled distributed system of proxy data sources and sinks that will mimic the loads expected in the global LHC environment, based upon the expectations flowing from activity 1.  This array of proxies will be coupled to the advanced monitoring infrastructure so that “truth data” about the objectives of the simulated sources and sinks can be used to evaluate system efficiencies.

Both the proxies and the simulation model will explore the performance of the network as a function of data transfer patterns, loads, and scheduling policies.  The simulation will be used to predict aspects of the system’s scaling properties at loads beyond that which the proxy system will be able to explore.

One goal of the simulation model is identify bottlenecks that need to be addressed in the network scheduling algorithms.  Another goal will be the prediction and avoidance of periodic or chaotic oscillations and other pathological behaviors in the networks scheduling algorithms.

These activities will leverage ongoing work at the University of New Mexico, which is taking place in connection with the ATLAS and PHENIX data grid projects.

All software produced will be fully documented and packaged for distribution, along with an acceptance test suite.

4.4 SUNY deliverables: Divisible Load Scheduler

Software for a divisible load scheduler consists of three main components.  Following the diagram, they are:

· MonitorInterface: The monitor interface obtains information from different monitoring sensors and services, summarizes the grid status and provides a working knowledge of interconnection topology, available processor and transmission effort and storage availability.

· Scheduler: Using inputs from the monitor, as well as commands as to which load to process, the scheduler uses divisible load model equations to calculate the fraction of a total load to dispatch over individual paths to distinct processors.

· Dispatcher: This element marshals and dispatches the data over scheduler selected paths to processors for processing.

Using monitoring developed at SLAC under this proposal, Stony Brook will deliver (1) scheduler software (2) dispatcher software and (3) interfaces to existing software such as Condor and/or Globus for middleware in this pursuit.

4.5 BNL deliverables: Bandwidth Provisioning and System Integration

Brookhaven National Lab’s deliverables range from the lower level network bandwidth provision to the high level data delivery. We are also responsible for integrating the deliverables from the collaborating organizations.

1. Design and implement network overlay system which can interfaces with different network infrastructure: Internet, GMPLS fiber network, and the mix of these two types. It includes basic operations, such as data injection to network path, data forwarding to the next stop and delivery to clients.

2. Implement network resource manager:

a. Network topology and flow constructed from network monitoring system.

b. Routing modules supporting policy enforcement and, multiple classes of-level QoS routing module.

c. Dynamic multiple path routing strategy to handle network link congestion and failure.

d. Policy database implementation and management system.

e. Evaluate the existing policy decision/enforcement systems and leverage them for implementing the proposed policy-based network resource framework.

3. Deliver high quality network bandwidth provisioning toolkits (API, Grid-enabled web services, and tools for managing the network resource). The toolkits should support Grid security interface, user authentication and authorization. 

4. Integrate the network bandwidth provisioning packages seamlessly into the existing Grid Data Transfer toolkits, such as GridFtp and BBFTP, Storage Resource Management (SRM), and Internet Backplane Protocol (IBP).

5. Evaluate the performance improvement of parallel paths with a single path network in term of bandwidth, round trip time and loss rates.

6. Reliable data delivery package which queries the data location from the data replica catalogs, arrange data transfer from selected data storages to a designated destination. The package will be used by high level Grid co-scheduler services.

7. Data sharing framework which integrates the network monitoring, high-performance parallel bandwidth provisioning and grid replica catalog for “data-on-demand” service for LHC computation.

8. The research results inspired by the process of developing, evaluating and improving the high performance network bandwidth and data sharing toolkits.

5 Conclusion

The key to the likely success of this project is the fact that by restricting ourselves to modest size user communities with high bandwidth needs, the QoS issues that have bedeviled more far reaching proposals, are tractable.  Moreover, the concrete deliverables of this project mean that the research to be undertaken is closely tied to actual system implementation.  The personnel involved in this project are well skilled in issues of interest to the DOE and relevant for this proposal.  A wide ranging effort is envisioned that will play a large part in making peta-scale computing and networking a workaday reality for the high energy physics communities and others.

6 Tasks, Work Plan and Milestones

	Who
	Quarter
	Milestones or Activities

	Year 1

	SLAC
	Q 1
	Develop web site for SLAC TeraPath contributions. (Management).

	SLAC
	Q 1
	Improve IEPM-PingER/BW management/distribution tools.

	BNL
	Q 1
	Implement basic network overlay functionalities: data injection, forwarding and delivery.

	USB
	Q 1
	Identify target system.

	UMICH
	Q 1
	Complete “best practices” guide based upon previous and current work.

	UNM
	Q 1
	Review and summarize expected  grid topology and data handling practices at LHC start.

	SLAC, BNL
	Q 2
	Make contacts with site representatives, Complete Item 1 at Section 4.1.

	SLAC
	Q 2
	Work with IEPM PingER/BW network measurement  and complete Item 2 at Section 4.1.

	BNL
	Q 2
	Enhance the overlay system to support multiple classes of services and policy enforcement.

	USB
	Q 2
	Determine scheduling procedures to use.

	UNM
	Q 2
	Identify suitable discrete event simulation tool(s); see deliverables for more details.

	UMICH
	Q 2
	Complete survey of QoS related efforts and projects for integration in TeraPaths.

Document Application Server state management structure and interfaces

	SLAC
	Q 3
	Extend, evaluate and deploy Item 3 and 4 at Section 4.1.

	BNL
	Q 3
	Deploy network overlay nodes at: ESNet, GMPLS optical network and mixed of these two.

	USB
	Q 3
	Write software for scheduler.

	UMICH
	Q 3
	Complete “alpha” definition of QoS interface.  Document hardware and software requirements for enabling infrastructure. 
Provide Application Server based on GAAA


	UNM
	Q 3
	Implement a simulation model of the overlay network topology, and expected load conditions and scheduling algorithms.

	SLAC
	Q 4
	Improved forecasting techniques to provide better predictions of network performance. 

	BNL
	Q 4
	Analyze the network resource manager architecture, top-down design individual components.

	USB
	Q 4
	Complete pilot scheduler and Test it.

	UMICH
	Q 4
	Complete “user guide”(best practices and requirements) for QoS infrastructure. 
Implement alpha QoS interface with overlay network and GAAA server. 
Begin evaluation of QoS interface. Enhance/document 
Application Server with Gram and Condor interfaces.


	UNM
	Q 4
	Improve the simulation: implement prototype forecasting techniques. Deliver first round of comprehensive simulation results for inclusion in UMICH evaluation process.

	Year 2

	SLAC, BNL
	Q 1
	Install/configure IEPM-BW and PingER at major DoE UltraScienceNet.

	SLAC
	Q 1
	Develop Grid Services API access to IEPM PingER and BW data. (Network Monitoring)

	BNL
	Q 1
	Implement network resource manager: item a and c at Section 4.5 

	USB
	Q 1
	Implement monitor interface.

	UMICH
	Q 1
	Evaluate the initial QoS interface including performance, usability and requirements.

	UNM
	Q 1
	Develop remote-controlled proxy data sources and sinks. Begin exercising the network.

	SLAC, USB
	Q 2
	Complete Action Item 6, 7 ,8 and 9in Section 4.1

	BNL
	Q 2
	Implement network resource manager: item b, d and e listed in Section 4.5

	USB
	Q 2
	Implement dispatcher.

	UMICH
	Q 2
	Design final QoS user interface. Integrate Application Server with other project software.  Provide WEB interface to display status of applications and resources. Document architecture and operational results and present at appropriate conference

	UNM
	Q 2
	Couple proxies to the advanced monitoring infrastructure.  Continue testing with pattern refinements and increasing scale for transfers.

	SLAC
	Q 3
	Compare and contrast new bandwidth estimator for beyond the Gbit/s range.

	SLAC & USB
	Q 3
	Work with network measurement infrastructures to recommend and assist with installing new measurement tools so as to provide more sources of information for DLT. (Network Monitoring).

	BNL
	Q 3
	Deliver network bandwidth provisioning toolkits: item 3,4 listed in Section 4.5.

	USB
	Q 3
	System integration and testing.

	UMICH
	Q 3
	Produce update for user guide.  Provide tool for creation of VOs (users, and resources).

	UNM
	Q 3
	Refine model based on comparisons with performance of network under proxy load. 

	SLAC & BNL
	Q 4
	Make recommendations for deployment of new transport protocols for production use, and Deploy HENP major data-intensive environments, Continue Action Item 13 of Section 4.1.

	SLAC,UMICH
	Q 4
	Complete Action Item 14 at Section 4.1.

	BNL
	Q 4
	Implement the data delivery tools, reliable file transfers, stress test on these modules.

	USB
	Q 4
	Complete the monitor interface and pilot dispatcher. Integrate them with scheduler.

	UMICH
	Q 4
	Complete design of final QoS interface. 
Enhance Server as needed to support operations.  

	UNM
	Q 4
	Continue operation of proxies at increasing scale, comparison with and refinement of model; provide continuous feedback to adjust scheduling algorithms in the real network.

	Year 3

	SLAC
	Q 1
	Recommend new measurement tools to provide more sources of information for DLT.

	BNL
	Q 1
	Implement data sharing framework: item 7, in Section 4.5

	USB
	Q 1
	Development of final integrated system with enhancements.

	UNM
	Q 1
	Prepare simulation model documentation; continue proxy tests, simulations, and feedback.

	SLAC
	Q 2
	Work with developers of bandwidth measurement tools for beyond the Gbits/s range, to encourage and assist in deployment and access to the data via Grid Services.

	BNL
	Q 2
	System integration for the entire project and stress test on the data sharing framework.

	USB,UNM
	Q 2
	Continue system testing and simulation model enhancement and documentation.

	UMICH
	Q 2
	Deploy final QoS interface for LHC physicists. Add additional resource control module.

	SLAC,Umich
	Q 3
	Deploy final QoS tools for BaBar physicists. (QoS).

	BNL
	Q 3
	Deploy the final QoS framework for LHC collaborations. 

	USB
	Q 3
	Documentation written and any additional features added that testing revealed is necessary

	BNL & UNM
	Q 4
	Complete the final evaluation of the data sharing system & simulation model enhancement.

	UMICH
	Q 4
	Complete final evaluation of, and updates to, the QoS interface

	UNM
	Q 4
	Package simulation and proxy codes for external use. Finalize documentation.
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Appendix

7 Management Plan

As currently envisioned, the TeraPaths project includes both group-wide and individual-institution components. Milestones related to the former category will ultimately be the responsibility of the entire group, with each principal investigator having a single vote in group-wide decisions. However, one principal investigator will be selected by the principal investigators to manage the overall project deliverables and serve as a flywheel for regular communications and group interactions. Milestones in the latter category will be the responsibility of the principal investigator associated with the institution. However, each principal investigator will be expected to provide quarterly updates to the other principal investigators outlining progress made and changes in plan.


Communication among the TeraPaths project participants (principal investigators and other parties working on the project, directly funded or not) will be via a variety of forums, as appropriate for different phases of the project.


Conference Calls: The principal investigators will hold regular (at least biweekly) conference calls to discuss project progress. Quarterly updates will be staggered and usually held during such calls. Each principal investigator will designate a second who will attend conference calls in their absence.


Web: Each institution will maintain an up-to-date task list and status for all activities related to the TeraPaths project. These web pages will also include all relevant contact information (phone, email, instant message handle, etc.) for all associated with the project. Principal investigators will be expected to update such pages at least every two weeks.


Messages: Inter-group communication will be handled via email to an archived, searchable list server maintained by one of the participating institutions.


Bug/Feature Tracking: Suggested features and bugs will be tracked by a bug tracking system (probably bugzilla) on a server maintained by one of the participating institutions.


Source Code Tracking: All source code will be maintained within an open source CVS repository (probably Sourceforge) and archived for redundancy on a server maintained by one of the participating institutions.


The principal investigators will meet in person at least 3 times per year for a full day. Whenever possible, such meetings will be held in conjunction with appropriate conferences (e.g. GGF meetings, Internet2 meetings, etc.). The goal of such in-person collaborations will be review of progress made and group design of important architectural components.


The principal investigators will meet at least once per year with DOE program administrators to review annual progress and chart out the path going forward in the year to come.

Budget and Budget Explanation

8 BNL Budget Justification

8.1 BNL Personnel

Rich Baker – (0.08 FTE) will supervise the work on this project, direct and participate in the software development, coordinate the BNL participants, students and software developer to develop/evaluate LHC application data sharing framework.

Dantong Yu – (0.08 FTE) will supervise the work on this project, direct and participate in the research and software development, coordinate with participating organization to gain access to the network measurements. Work with students and software developer to develop/evaluate data scheduling tools, and new transport protocols, and application data sharing framework.

Postdocs (2.0 FTE) and two graduate summer students will develop, deploy BNL proposed deliverables, publish the research results on network scheduling algorithms, policy management and enforcement.

8.2 BNL Direct Costs

At Brookhaven National Lab, actual costs will be collected and reported in accordance with the Department of Energy (DOE) guidelines.  Total cost presented in this proposal and actual cost totals will be equivalent. 

Senior Personnel – Item A.1-6

The salary figure listed for Senior Personnel is an estimate based on the current actual salary for an employee in her/his division plus 3% per year for inflation. Two Person/month are required to supervise this project.

Fringe Benefits – Item C

Fringe Benefits for BNL employees are estimated to be the following percent calculated on labor costs:

•
Regular Employees – 38.7%

•
Postdoctors, Students/Others – 28.6%

Travel – Items E.1 and E.2 

The project members plan to attend domestic and/or foreign technical conferences/workshops in the areas of research covered by this proposal.  Total cost includes plane fare, housing, meals and other allowable costs under government per diem rules.

Other Direct Costs- Item G.6

Publication cost is requested to assist in paying for page charges and print cost to publish research results in journals and refereed conference proceedings

Materials/Supplies: A modest amount is requested for materials and supplies in the forms of needed software licenses for the proposed software projects and office supplies.

8.3 Indirect Costs – Item I

•
Collaborator appointments get common and traditional G&A 39.2%.

9 Michigan Budget Justification
9.1 Michigan Personnel

Shawn McKee – $18,648 (1 cal. month) will supervise the work on this project, direct and participate in the research and results analysis. He will work with hourly students and the physics postdoc on deployment and evaluation of our QoS user interface as well as defining best practices and minimum requirements to adopt our proposed infrastructure.  

John Vollbrecht – $86,545 (0.35 FTE) will design, develop and deploy AAA related components in support of TeraPaths, working closely with our collaborators doing scheduling and overlay components of the project.  He will also serve as liaison to other AAA activities, both nationally and internationally.

Physics Postdoc –$185,454 (100% FTE) will develop, deploy, manage and evaluate our infrastructure.  He will work closely with our collaborators to evaluate and define requirements and best practices for our infrastructure.  Additionally he will characterize the performance and capabilities of the proposed work to help guide our focus for usability.

Hourly student help - $17,618 we will employ hourly help from physics and computer science students to help complete well-defined mini-projects within the work plan.  We have allocated 300 hours/year for experienced student workers. 

9.2 Michigan Direct Costs

Cost estimates have been presented in this proposal to be comparable to other research institution’s proposals.  Total cost presented in this proposal and actual cost totals will be equivalent. 

Senior Personnel – Item A.1-6

The salary figure listed for Senior Personnel is an estimate based on the current actual salary for an employee in her/his division plus 3.0% per year for inflation.

Fringe Benefits – Item C

Fringe Benefits for Michigan employees are estimated to be the following percent calculated on labor costs for a total of $75,004:

•
Career Employees – 30%




•
Students/Others – 8%

Travel – Items E.1 and E.2 

The senior staff members plan to attend domestic and/or foreign technical conferences/workshops in the areas of research covered by this proposal.  In addition we include travel funds for collaboration meetings.  Total cost $32,000 includes plane fare, housing, meals and other allowable costs under government per diem rules.

Other Direct Costs- Item G.6

The total sum of this category is $17,250.  The estimated cost of telephone ($1000), space ($1000), computer usage ($1000), and publication costs ($750) etc., calculated on person-months directly associated with the project.   The remaining balance ($13,500) includes computer and hardware purchases in support of the project.

9.3 Indirect Costs – Item I

•
Publication costs, basic network support, phone, office space, heating, lighting etc. are included under indirect costs. Indirect costs are 53/52% for a total of $227,785. 

10 Stony Brook Budget Justification

Two months of summer support is budgeted for the PI to free him to concentrate on the research program.

Support is budgeted for three full time graduate students to work on the project.  In particular they will develop solution techniques for scheduling and data distribution and code them into software.

The fringe rate for the PI for three years is 15.5%.

The fringe rate for the grad students for the three years is 9%, 10.5% and 12 %, respectively.  

A modest amount for travel is budgeted, given the nationwide scope of the project and the number of personnel, is budgeted.

A modest amount is budgeted for computers for the project, particularly in years 1 and 3.  

A small amount for publication costs is budgeted.

The indirect cost rate for the three years is 52%, 53.5% and 55%, respectively.

11 SLAC Budget Justification

SLAC Personnel

R. Les Cottrell — (0.08 FTE) will supervise the work on this project, direct and participate in the research and data analysis, work with developers to evaluate other monitoring tools, interface with the ESnet and HENP communities to gather requirements and promote deployment.

Paola Grosso -  (0.19 FTE) will be responsible for research, detailed design and implementation, and maintenance of the IEPM network monitoring data archive service and Web services publication interface for the archive. 

Connie Logg - (0.17 FTE) will be responsible for research, detailed design and implementation and evaluating the effectiveness of automated event detection, research and design ways of filtering, analyzing and making available passive network monitoring data.

Software Developer - (0.53 FTE) will be responsible for: implementing tools for filtering and analyzing passive monitoring data, and making the relevant data accessible, and deploying the tools; identifying and gathering of relevant data from multiple monitoring infrastructures and filtered reporting of problems; researching and developing an improved IEPM monitoring infrastructure to take advantage of the strength of other infrastructures; and extending the coverage of monitoring measurements. 

11.1 SLAC Direct Costs

Cost estimates have been presented in this proposal to be comparable to other research institution’s proposals.  At the Stanford Linear Accelerator Center, actual costs will be collected and reported in accordance with the Department of Energy (DOE) guidelines.  Total cost presented in this proposal and actual cost totals will be equivalent. 

Senior Personnel – Item A.1-6

The salary figure listed for Senior Personnel is an estimate based on the current actual salary for an employee in her/his division plus 3% per year for inflation.

Fringe Benefits – Item C

Fringe Benefits for SLAC employees are estimated to be the following percent calculated on labor costs:

· Career Employees – 29%




· Students/Others – 3.5%

Travel – Items E.1 and E.2 

The senior staff members plan to attend domestic and/or foreign technical conferences/workshops in the areas of research covered by this proposal.  Total cost includes plane fare, housing, meals and other allowable costs under government per diem rules.

Other Direct Costs- Item G.6

The estimated cost of tuition for graduate students.

11.2 Indirect Costs – Item I

Materials and supplies, clerical support, publication costs, computer (including workstations for people) and network support, phone, site support, heating, lighting etc. are examples of activities included under indirect costs. Indirect costs are 36% of the Salaries including the Fringe, 36% of Travel costs and 6.8% on Materials and Supplies.
12 University of New Mexico Budget Justification

As the proposed activities to be carried out at UNM are coherent with activities already being carried out by the PI, and since supervision of the computer science postdoc and attention to relevant meetings are the only activities expected to be performed by the PI, no support is requested for the PI.

The fringe rate for the computer science postdoc is 18%.  A modest travel stipend is included.

13 The indirect cost rate is 50%.
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Other Support of Investigators

14 SLAC

14.1 R. Les Cottrell

Current Support:

· Project: DOE/SciDAC Edge-based Traffic Processing and Service Inference for High-Performance Networks (INCITE)

· Percent Support: 5%; Duration: ends October 2004

· DOE HENP base funding: 90%

Other Pending Support:

· Project: DOE/SciDAC Measurement aqnd Analysis for the Global Grid and Internet End-to-end performance (MAGGIE)

· Percent support: 25%

14.2 Connie Logg

Current Support:

· DOE HENP base funding: 100%

Other Pending Support:

· Project: DOE/SciDAC Measurement aqnd Analysis for the Global Grid and Internet End-to-end performance (MAGGIE)

· Percent support: 25%

14.3 Paola Grosso

Current Support:

· DOE HENP base funding: 100%

Other Pending Support:

· Project: DOE/SciDAC Measurement aqnd Analysis for the Global Grid and Internet End-to-end performance (MAGGIE)

· Percent support: 25%

14.4 Software Engineer

Current Support:

· Project: DOE/SciDAC Edge-based Traffic Processing and Service Inference for High-Performance Networks (INCITE)

· Percent Support: 90%; Duration: ends October 2004

· DOE HENP base funding: 10%

Other Pending Support:

· None

15 Brookhaven National Lab

15.1 Dantong Yu

Current Support:

· Project: DOE kB0202012: Nuclear Physics RHIC Experimental Support

· Percent Support: 50%; Duration: ends October 2004

· Project: DOE/SciDac: Particle Physics Data Grid

· Percent Support: 50%; Duration: ends October 2005

Other Pending Support:

· Project: NSF Collaborative Research: QoS Based Divisible Load Scheduling for Grid/Cluster Computing

· Percent support: 0%

15.2 Richard Baker

Current Support: 

· Richard Baker is currently 100% funded by the US ATLAS Computing Facility budget, from the DOE High Energy Physics Division.

Other Pending Support:

· None

16 Stony Brook University

16.1 Thomas Robertazzi

Current Support:

· NSF: Open E-Market Technology for Algorithmic Intellectual Property 
Percent Support: 0 Month, Duration: 09/01/00 – 08/31/2004

· LIPA Electric Operations and NYSTAR: System Load Forecasting Improvement by Utilizing Local Area Conditions
Percent Support: 0.5 Month, Duration: 06/01/03 – 05/31/2005

Other Pending Support:

· Project: AFOSR Collaborative Grid Modeling and Model Solution
Percent Support: 2.0 Month/year, Duration: 12/15/03 – 12/14/06

· Project: NSF Collaborative Research: QoS Based Divisible Load Scheduling for Grid/Cluster Computing

Percent Support:  1.5 Month/year, Duration: 06/01/04 – 05/31/07

· Project: NSF ITR – (ASE): Divisible Load Scheduling for Data Intensive Computing

Percent Support: 2.0 Month/year, Duration: 06/01/2004 – 05/31/07

17 University of New Mexico

17.1 Timothy L. Thomas

Current Support:

· Project: DOE/Nuclear - Strange Particles and Heavy-Ion Physics; Prof. Bernd Bassalleck, PI.
· Percent Support: 100%; Duration: ends October 2006

· DOE Nuclear Physics base funding: 100%

Recent Support:

· NSF/NCSA National Resource Allocation Committee (NRAC) award:  200,000 Service Units on the UNM LosLobos supercluster:, granted from September 2002 – December 2003.
Other Pending Support:

· Project: NSF/ITR – Development of a Framework for Low Latency, Large Scale Simulation and Analysis of Particle Physics Phenomena on the Grid”
· Percent support: 100%
18 University of Michigan

18.1 Shawn P. McKee

Current Support:

· DOE: Studies of Elementary Particles - UM ATLAS Project 
Support: 4.8 Month, Duration: 01/01/95 - 10/31/05

Total Award Amount:  $3,900,800
· NSF: Web Lecture Archiving System for Professional Society
Percent Support: 0 Month, Duration: 10/15/03 - 10/14/04
Other Submission Planned in Near Future:

· Project: NSF: UltraLight: An Ultra-scale Optical Network Laboratory for Next Generation Science
Percent Support: 1 Month/year, Duration: 07/01/04 - 06/31/08

Total Proposed Amount: $3,997,354
· Project: DOE: TeraPaths: A QoS Enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research 

Percent Support: 1 Month/year, Duration: 07/01/04 - 06/31/07

Total Proposed Amount: $2,693,827
18.2 Bing Zhou

Current Support:

· DOE: Proposal to Study the Properties and Interactions of Elementary Particles - UM ATLAS Project 
Support: 4.8 Month, Duration: 11/01/99 - 10/31/05

Total Award Amount:  $5,871,144
· NSF: Construction Project for the ATLAS Experiment
Percent Support: 0 Month, Duration: 01/01/02 - 12/31/04

Total Award Amount: $1,549,100

· NSF: Construction Project for the ATLAS Experiment
Percent Support: 0 Month, Duration: 5/1/03-5/31/04
Total Award Amount: $90,000

· NSF: ATLS M& O
Percent Support: 0 Month, Duration: 10/31/03-09/30/04
Total Award Amount: $213,400

Other Pending or Submission Planned in Near Future:

· Planned NSF proposal: UltraLight: An Ultra-scale Optical Network Laboratory for Next Generation
Duration: 07/01/04-06/30/08
Total Award Amount: $800,762
· Pending Project: NSF: Construction ATLAS EE Moun Chambers
Percent Support: 1 Month/year, Duration: 1/1/03-12/31/05 

Total Proposed Amount: $759,265
18.3 John Vollbrecht

Current support:

John is funded 100% by Merit Networks/University of Michigan
Biographical Sketches

Roger Leslie Anderton Cottrell
	Stanford Linear Accelerator Center

Mail Stop 97, P.O. Box 4349

Stanford, California 94309

	Telephone:
	(650) 926 2523
	Fax:
	(650) 926 3329

	E-Mail:
	cottrell@stanford.edu


	EMPLOYMENT SUMMARY
	
	

	
	
	
	

	Period
	Employer
	Job Title
	Activities

	
	
	
	

	1982 on
	Stanford Linear

Accelerator Center
	Assistant Director, Computing Services


	Management of  networking and computing



	
	
	
	

	1980-82
	Stanford Linear

Accelerator Center
	Manager SLAC Computer Network
	Management of all SLAC’s computing activities



	1979-80
	IBM U.K. Laboratories, 

Hursley, England
	Visiting Scientist
	Graphics and intelligent distributed workstations



	1967-79
	Stanford Linear

Accelerator Center
	Staff Physicist
	Inelastic e-p scattering experiments, physics and computing



	1972-73
	CERN
	Visiting Scientist
	Split Field Magnet experiment

	
	
	
	

	
	
	
	

	EDUCATION SUMMARY
	
	

	
	
	
	

	Period
	Institution
	Examinations
	

	
	
	
	

	1962-67
	Manchester University
	Ph.D.
	Interactions of Deuterons with Carbon Isotopes



	1959-62
	Manchester University
	B.Sc.
	Physics




NARRATIVE

I joined SLAC as a research physicist in High Energy Physics, focusing on real-time data acquisition and analysis in the Nobel prize winning group that discovered the quark. In 1973/3, I spent a year's leave of absence as a visiting scientists at CERN in Geneva, Switzerland, and in 1979/80 at the IBM U.K. Laboratories at Hursley, England, where I obtained United States Patent 4,688,181 for a a dynamic graphical cursor. I am currently the Assistant Director of the SLAC Computing Services group and lead the computer networking and telecommunications areas. I am also a member of the Energy Sciences Network Site Coordinating Committee (ESCC) and the chairman of the ESnet Network Monitoring Task Force. I was a leader of the effort that, in 1994, resulted in the first Internet connection to mainland China. I am also the leader/PI of the DoE sponsored Internet End-to-end Performance Monitoring (IEPM) effort, and the ICFA network monitoring working group.

PUBLICATIONS
The full list of 70 publications is readily available from online databases.  I include here only a limited number of publications since 2000, that are relevant to networking.

DEVELOPING COUNTRIES AND THE GLOBAL SCIENCE WEB, H. Cerdeira, E. Canessa, C. Fonda, R. L. Cottrell, CERN Courier December 2003.

OPTIMIZING 10-Gigabit ETHERNET FOR NETWORKS OF WORKSTATIONS, CLUSTER & GRIDS: A CASE STUDY, Wu-chun Feng, Justin Hurwitz, Harvey Newman, Sylvain Ravot, R. Les Cottrell, Olivier Martin, Fabrizio Coccetti, Cheng Jin, Xiaoliang Wei, Steven Low, SC'03, Phoenix Arizona, November 15-21, 2003, also SLAC-PUB-10198.

MEASURING THE DIGITAL DIVIDE WITH PINGER,  R. Les Cottrell and Warren Matthews, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10186.

PINGER HISTORY & METHODOLOGY, R. Les Cottrell and Connie Logg, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10187.

INTERNET PERFORMANCE TO AFRICA, R. Les Cottrell and Enrique Canessa, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10188.

OVERVIEW OF IEPM-BW BANDWIDTH TESTING OF BULK DATA TRANSFER, R. Les Cottrell and Connie Logg, SLAC-PUB-9202, July 2003.

# ABWE: A PRACTICAL APPROACH TO AVAILABLE BANDWIDTH ESTIMATION, Jiri Navratil, Les Cottrell, SLAC-PUB-9622, published at PAM 2003.

MEASURING END-TO-END BANDWIDTH WITH IPERF & WEB100, Ajay Tirumala, Les Cottrell, Tom Dunigan, SLAC-PUB-9733, published at PAM2003, April 2003.

PATHCHIRP: EFFICINET AVAILABLE BANDWIDTH ESTIMAION FOR NETWORK PATHS, Vinay Ribeiro, Rudolf Reidi, Richard Baraniuk, Jiri Navratil, Les Cottrell, SLAC-PUB-9732, published at PAM 2003, April 2003.

EXPERIENCES AND RESULTS FROM A NEW HIGH PERFORMANCE NETWORK AND APPLICATION MONITORING TOOLKIT, Les Cottrell, Connie Logg, I-Heng Mei, SLAC-PUB-9641, published at PAM 2003, April 2003.

MONITORING THE DIGITAL DIVIDE, E. Canessa, H. A. Cerdeira, W. Matthews, R. L. Cottrell, SLAC-PUB-9730, CHEP 2003, San Diego, March 2003.

IGRID2002 DEMONSTRATION BANDWIDTH FROM THE LOW LANDS, R. Les Cottrell, Antony Antony, Connie Logg and Jiri Navratil, in Future Generation Computer Systems 19 (2003) 825-837, published by Elsevier Science B. V.; also SLAC-PUB-9560, October 31, 2002

NETWORK SCAVENGERS, By Warren Matthews, Les Cottrell and Paola Grosso, InterAct, Vol 2, Spring 2002.

PEER TO PEER COMPUTING FOR SECURE HIGH PERFORMANCE DATA COPYING.
By Andrew Hanushevsky, Artem Trunov, Les Cottrell (SLAC). SLAC-PUB-9173, Sep 2001. 4pp. 
Presented at CHEP'01: Computing in High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001.

PASSIVE PERFORMANCE MONITORING AND TRAFFIC CHARACTERISTICS ON THE SLAC INTERNET BORDER.
By Connie Logg, Les Cottrell (SLAC). SLAC-PUB-9174, Sep 2001. 4pp. 
To appear in the proceedings of CHEP'01: Computing in, High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001.

PASSIVE AND ACTIVE MONITORING ON A HIGH PERFORMANCE RESEARCH NETWORK. 
By Warren Matthews, Les Cottrell, Davide Salomoni (SLAC). SLAC-PUB-8776, Feb 2001. 6pp. 
Passive and Active Monitoring (PAM) 2001, Amsterdam, April 22 - 24.

MEASUREMENT OF CP VIOLATING ASYMMETRIES IN B0 DECAYS TO CP EIGENSTATES. By BABAR Collaboration (B. Aubert et al.). SLAC-PUB-8777, BABAR-PUB-01-01, Feb 2001. 8pp. 

THE PINGER PROJECT: ACTIVE INTERNET PERFORMANCE MONITORING FOR THE HENP COMMUNITY.
By W. Matthews, L. Cottrell (SLAC). SLAC-REPRINT-2000-008, May 2000. 7pp. 
Published in IEEE Commun.Mag.38:130-136,2000
INTERNATIONAL NETWORK CONNECTIVITY AND PERFORMANCE, THE CHALLENGE FROM HIGH-ENERGY PHYSICS. By Warren Matthews, Les Cottrell, Charles Granieri (SLAC). SLAC-PUB-8382, Mar 2000. 18pp.  Talk presented at the Internet2 Spring Meeting, Washington D.C., 27 Mar 2000.
INTERNET END-TO-END PERFORMANCE MONITORING FOR THE HIGH-ENERGY NUCLEAR AND PARTICLE PHYSICS COMMUNITY. By Warren Matthews, Les Cottrell (SLAC). SLAC-PUB-8385, Feb 2000. 10pp.  Presented at Passive and Active Measurement Workshop (PAM 2000), Hamilton, New Zeland, 3-4 Mar 2000.

1-800-CALL-H.E.P.: EXPERIENCES ON A VOICE OVER IP TEST BED. By W. Matthews, L. Cottrell (SLAC), R. Nitzan (Energy Sciences Network). SLAC-PUB-8384, Feb 2000. 5pp.  Presented at International Conference on Computing in High Energy Physics and Nuclear Physics (CHEP 2000), Padova, Italy, 7-11 Feb 2000.

PINGER: INTERNET PERFORMANCE MONITORING: HOW NO COLLISIONS MAKE BETTER PHYSICS. By W. Matthews, L. Cottrell (SLAC). SLAC-PUB-8383, Feb 2000. 5pp.  Presented at International Conference on Computing in High Energy Physics and Nuclear Physics (CHEP 2000), Padova, Italy, 7-11 Feb 2000.
DISCUSSANT REMARKS ON SESSION: STATISTICAL ASPECTS OF MEASURING THE INTERNET. Br R. Les. Cottrell, published in Proceedings of the 30th Symposium on the Interface, (ISBN 1-886658-05-6).

LECTURE COURSES

HOW THE INTERNET WORKS: International Nathiagali Summer College Lecture course, given by Les Cottrell in Pakistan, Summer 2001

Connie Logg

Information Systems Specialist                                                                                                 650-926-2879

Network Monitoring and Performance Analyst                                                        cal@slac.stanford.edu

Stanford Linear Accelerator Center

MS 97

2575 Sand Hill Road

Menlo Park, CA 94024

Employment Summary:

	Period
	Employer
	Job Title
	Activities

	1991 to present
	SLAC Computing Services – Les Cottrell
	Network Analyst
	LAN and WAN  monitoring development

	1988 - 1991
	SLAC Controls Department
	Systems Analyst
	Analysis, specification, and design of maintenance database (DEPOT) for all SLAC LINAC control equipment

	1978 - 1987
	SLAC Electronics Department – Ray Larsen
	Systems Analyst
	Developed a software engineering group for the SLAC Electronics Department. Job activities included the analysis, specification, design, and implementation of monitoring, control, and test systems for CAMAC and FASTBUS equipment. Member of FASTBUS standard’s committee

	1971-1978
	SLAC Experimental Group A – Les Cottrell
	Mathematician
	Online & offline line interactive data analysis; development of data acquisition, monitoring and control systems for SLAC HEP experiments


Education:

1970 – MS in EECS, College of Engineering, U.C. Berkeley

1965-1969 – BA in Computer Science, U.C. Berkeley

Narrative:

Connie Logg joined SLAC in July 1971. In 1991 she joined the SLAC Computing Services department, and after a short stint as a VAX systems analyst, she started working on network monitoring at SLAC in 1992. In 1993, she was responsible for the development of the first network monitoring presentation system based on the World Wide Web. The components of this system included SNMP monitoring of all of SLAC’s network support equipment as well as the network connectivity monitoring of SLAC’s world wide collaborators via Ping. She has adapted the LAN monitoring software as networking technology evolved over the years.  Today her LAN monitoring system is comprised of 4 distributed monitoring servers which are monitoring 240 Cisco routers and switches with 14807 ports.  In addition, she is responsible for SLAC’s  daily Netflow analysis. Over the past 2.5 years, she has been the primary architect and implementer for the IEPM-BW bandwidth measurement and monitoring system which is deployed at several sites around the world. 

Publications:

The full list of publications is readily available from online databases.  Included here are those relevant to networking and database development.

To be submitted February 2004 to PAM004:

CORRELATING INTERNET PERFORMANCE CHANGES AND ROUTE CHANGES TO ASSIST IN TOUBLE-SHOOTING FROM AND END-USER PROSPECTIVE.

By Connie Logg, Jiri Navratil, and Les Cottrell, February 2004.

PINGER HISTORY AND METHODOLOGY.
By R. Les Cottrell, Connie Logg, Jerrod Williams (SLAC),. SLAC-PUB-10187, Oct 2003. 4pp. 


OVERVIEW OF IEPM-BW BANDWIDTH TESTING OF BULK DATA TRANSFER.
By R. Les Cottrell, Connie Logg (SLAC),. SLAC-PUB-9202, Jul 2003. 11pp. 
Contributed to 15th Annual SC Conference on High Performance Networking and Computing: From Terabytes to Insights (SC 2002), Baltimore, Maryland, 16-22 Nov 2002. 

EXPERIENCES AND RESULTS FROM A NEW HIGH PERFORMANCE NETWORK AND APPLICATION MONITORING TOOLKIT.
By R. Les Cottrell, Connie Logg, I-Heng Mei (SLAC),. SLAC-PUB-9641, Apr 2003. 13pp. 
Presented at Passive and Active Monitoring Workshop (PAM 2003), San Diego, California, 6-8 Apr 2003. 

IGRID2002 DEMONSTRATION: BANDWIDTH FROM THE LOW LANDS.
By R. Les Cottrell (SLAC), Antony Antony (NIKHEF, Amsterdam), Connie Logg, Jiri Navratil (SLAC),. SLAC-PUB-9560, Oct 2002. 8pp. 

PASSIVE PERFORMANCE MONITORING AND TRAFFIC CHARACTERISTICS ON THE SLAC INTERNET BORDER.
By Connie Logg, Les Cottrell (SLAC),. SLAC-PUB-9174, Sep 2001. 4pp. 
To appear in the proceedings of CHEP'01: Computing in, High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001. 

WHAT IS THE INTERNET DOING? PERFORMANCE AND RELIABILITY MONITORING FOR THE HEP COMMUNITY.
By R.L.A. Cottrell, Connie A. Logg (SLAC), David E. Martin (Fermilab),. SLAC-REPRINT-1998-074, FERMILAB-PUB-98-026, Jan 1998. 11pp. 
Published in Comput.Phys.Commun.110:142-148,1998 

INTERNET PERFORMANCE AND RELIABILITY MEASUREMENTS.
By R.L. Cottrell, C.A. Logg (SLAC), D. Martin (Fermilab),. SLAC-PUB-9785, Apr 1997. 6pp. 
Talk given at Computing in High-energy Physics (CHEP 97), Berlin, Germany, 7-11 Apr 1997. 

WHAT IS THE INTERNET DOING FOR AND TO YOU?
By R.L.A. Cottrell, C.A. Logg (SLAC), D.E. Martin (Fermilab),. SLAC-PUB-7416, Jun 1997. 7pp. 
Talk given at Computing in High-energy Physics (CHEP 97), Berlin, Germany, 7-11 Apr 1997. 

NETWORK RESOURCE AND APPLICATIONS MANAGEMENT AT SLAC.
By C.A. Logg, R.L.A. Cottrell (SLAC),. SLAC-PUB-7057, Feb 1996. 14pp. 
Networld + Interop Engineers Conference, 3-4 Apr 1996, Las Vegas, NV. 

DISTRIBUTED COMPUTING ENVIRONMENT MONITORING AND USER EXPECTATIONS. 
By R.L.A. Cottrell, C.A. Logg (SLAC),. SLAC-PUB-7008, SLAC-PUB-95-7008, Nov 1995. 7pp. 
Contributed to International Conference on Computing in High Energy Physics (CHEP95), Rio de Janeiro, Brazil, 18-22 Sep 1995. 
Published in CHEP 95:537-543 (QCD201:T5:1995) 

NETWORK MANAGEMENT AND PERFORMANCE MONITORING AT SLAC.
By C.A. Logg, R.L.A. Cottrell (SLAC),. SLAC-PUB-6744, SLAC-PUB-95-6744, Mar 1995. 9pp. 
Presented at Networld + Interop Conference, Las Vegas, NV, 27-31 Mar 1995. 

ADVENTURES IN NETWORK PERFORMANCE ANALYSIS

By C.A. Logg, poster session presentation at the 1994 IEEE Network Operations and Management Symposium, Hyatt Orlando, Kissimmee, Florida, February 14-17, 1994.

DEPOT DATABASE REFERENCE MANUAL AND USERS'S GUIDE: AN OVERVIEW TO THE DEPOT DATABASE, INCLUDING DESCRIPTIONS OF THE VARIOUS SUBFILES AND THEIR ELEMENTS AND USES.
By Patrick Clancey, Connie A. Logg (SLAC),. SLAC-0366, SLAC-366, SLAC-R-0366, SLAC-R-366, Mar 1991. 124pp. 

DEPOT: DATABASE FOR ELECTRONICS PARTS AND OTHER THINGS.
By C.A. Logg, P. Clancey, G. Crane (SLAC),. SLAC-PUB-5166, Jan 1990. 9pp. 
Presented AT IEEE Nuclear Science Symposium, San Francisco, CA, Jan 15-19, 1990. 
Published in IEEE Trans.Nucl.Sci.37:347-354,1990 (No.2) 

Paola Grosso

Network Specialist 

Stanford Linear Accelerator Center       

SLAC Computing Services

2575 Sand Hill Road, Menlo Park, CA

Phone: (650) 926.1513

E-mail: grosso@slac.stanford.edu

Professional Expertise

Paola Grosso is a Network Specialist for the SLAC Network Group. She is involved in the design and management of the routed and switched campus, with particular focus on supporting high performance applications for physics data analysis. She has designed and maintains the SLAC IPv6 network. Her most recent work is on the development of the Web Services infrastructure for the SLAC Network Monitoring group, within the Framework of the GGF Network Measurement Working Group.

Education

· Ph.D. Physics – Universita’ di Torino – Italy, 1999


· M.S. Physics – Universita’ di Torino – Italy, 1995

Positions

· Network Specialist, SLAC – 2001-present

· Visiting physicist, SLAC – year 2000

Publications

Full list of physics publications is available from online databases.
Dr. Richard Baker

	Building 510m

Brookhaven National Laboratory

Upton, NY 11973
	Phone: 631-344-8314

Email: rbaker@bnl.gov

	
	


Dr. Richard Baker, Ph.D.

	Experience
	2000–present
Brookhaven National Laboratory  
Upton, NY

Deputy Director, US ATLAS Computing Facilities

· Design and implementation of very large scientific computing facility.

· Liaison with ATLAS Experiment and Grid Projects.

· Manage Information Technology professional staff.

	
	1996–2000
Cornell University
Ithaca, NY

Postdoctoral Research Associate

· High energy physics research with the CLEO experiment.

· Managed software effort for the CLEO experiment..

	
	1983–1988
IBM Corporation.
Gaithersburg, MD

Software Engineer

· Developed and executed integration and test plans for large software projects.

	
	


	Education
	1988–1996
University of Michigan
Ann Arbor, MI

· Ph.D. in Astrophysics, Thesis “Search for Supernova Neutrino Bursts with the MACRO Detector.”

1979–1982
Purdue University
West Lafayette, IN

· B.S. in Physics with Highest Honors.


Narrative
Since receiving my Ph.D. in experimental astrophysics in 1996, I have been primarily involved with the computing infrastructure for two high energy physics experiments.  At Cornell University, I was appointed as the software coordinator for the CLEO experiment, a position I held until 2000 when I left to take my current position managing the US Tier 1 computing facility for the ATLAS experiment.  My current duties also include oversight of the RHIC computing facility at Brookhaven National Laboratory.

Shawn P. McKee


Randall Laboratory




Department of Physics


University of Michigan 

Ann Arbor, Michigan 48109-1120

Telephone (734) 764-4395

FAX: (734) 936-6529

E-mail:  smckee@umich.edu


EDUCATION

1991

Ph.D., Physics, University of Michigan, Ann Arbor, Michigan

1986

B.Sc., Physics, Michigan State University, Lansing, Michigan

1986

B.Sc., Astrophysics, Michigan State University, Lansing, Michigan

EMPLOYMENT

1999-

Asst. Research Scientist, Physics Department, University of Michigan
1993-1999
Research Fellow, Physics Department, University of Michigan

1992-1993
SSC Fellow, Physics Department, University of Michigan

1991-1992
Research Fellow, Physics Department, University of Michigan

1986-1991
Rackham Fellow, Graduate Research Assistant, Physics Department, University of Michigan

1983-1986
Undergraduate Research Assistant, National Superconducting Cyclotron Facility, Michigan State University

POSITIONS

2001-

Network Project Manager, US ATLAS

2001- 

Co-Chair, HENP Internet2 Working Group

2002 -              Technical Lead, UM NMI Testbed 

2003 - 

Internet2 End-to-End Technical Advisory Group Chair

RECENT RESEARCH ACTIVITIES

ATLAS (A Toroidal LHC AparatuS)  One of three primary experiments planned for the Large Hadron Collider (LHC) at CERN which will search for the Higgs particle and explore a new energy regime.  I am coordinating the online software and database activities for the MDT (Monitored Drift Tube) production at Michigan, as well as working on the detector simulation and analysis software.  My current focus is the USATLAS grid testbed and network efforts, where I am the Network Project Manager.  

MGRID (Michigan Grid Research and Infrastructure Development)  A new initiative focused on developing, deploying and testing a grid infrastructure for the University of Michigan.  We intend to provide a grid environment for researchers at Michigan which could provide valuable knowledge about how to build grids at the national and international levels.  I am on the technical leadership team for this effort (http://www.mgrid.umich.edu ) 

NMI (NSF Middleware Initiative) Testbed Member -  I am the technical coordinator for the Michigan testbed site.  We are exploring how to best deploy and utilize middleware for grid computing environments like that of MGRID and large collaborations like ATLAS.  (http://www.nsf-middleware.org )

SNAP (SuperNova Acceleration Probe)  A billion pixel space-based telescope being designed to measure type 1a supernova with redshifts from 0.1 to 1.7 to determine the expansion history of our Universe.  I am working on the simulation, software environment and computing efforts.
RECENT TALKS

1.  “The Grid: The Future of HEP Computing?”, University of Michigan Physics Department Seminar, January 7, 2002 (http://wlap.org/umich/phys/seminars/hep-astro/2002/mckee/)

2. “The HENP Working Group: History and Status”, at HENP WG meeting in conjunction with AMPATH and the Internet2 Joint-techs meeting, Miami, Florida, February 1, 2003.

3.  “Grids, Networks and the Future of High-Energy Physics Computing”, Institute of High-Energy Physics (IHEP), Beijing, China, September 9, 2003.

4. “HEP, Grids and the Networks They Depend Upon”, University of Hawaii, Physics Department Colloquium, Honolulu, HI, January 29th, 2004.

SELECTED PUBLICATIONS

1.  Z’ ( e+e- studies at 1034 cm-2 s‑1 with the GEM detector (Shawn McKee and Elizabeth H. Simmons), GEM PN‑93‑6 (1994).
2. Indirect Detection of WIMPs Using Cosmic-Ray Positrons and Antiprotons: Current Status and Future Prospects, Shawn McKee, Nuclear Physics B (Proc. Suppl.), 51B, 204-208, November (1996).

3. Measurements of the Cosmic-Ray Positron Fraction from 1 to 50 GeV (S. Barwick, J. Beatty, A. Bhattacharyya, C. Bower, C. Chaput, S. Coutu, G. de Nolfo, J. Knapp, D. Lowder, S. McKee, D. Müller, J. Musser, S. Nutter, E. Schneider, S. Swordy, G. Tarlé, A. Tomasch, and E. Torbet),  Ap. J. Lett. 482, L191-L194 (1997).
4. Interpreting the Atmospheric Neutrino Anomaly, (Shawn McKee and Rudolph P. Thun), Physics Letters B, 439, 123-139 (1998).

5. “Opportunities for Use and Development of Collaborative Tools in ATLAS” Goldfarb et al. (CERN ATL-GEN-2003-002)
RECENT COLLABORATORS

William Adamson – University of Michigan

Gregory Tarle – Thesis Advisor

Homer Neal – University of Michigan

Alan Chodos – American Physical Society

Guy Almes  – UCAID/Internet2


Harvey Newman – Caltech

Charles Severance – University of Michigan

Paul Avery – University of Florida

Thomas G. Robertazzi

Education:

Cooper Union          Electrical Engineering          BEE, 1977
Princeton                 Elec. Eng. & Comp. Sci.       Ph.D, 1981

Appointments:


1982-1983 Dept. of Electrical Engineering, 

                   Manhattan College, Riverdale NY, Assistant Professor
1983-now   Dept. of Electrical and Computer Engineering, 

                    Stony Brook University, Stony Brook NY, Professor


Publications Most Relevant to Proposed Research Program
(1) Bharadwaj, V., Ghose, D. and Robertazzi, T.G., “Divisible Load Theory: A New Paradigm 

for Load Scheduling in Distributed Systems,” special issue of Cluster Computing  on Divisible Load Scheduling, vol. 6, no. 1, Jan. 2003, pp. 7-17.  

(2) Robertazzi, T.G., “Ten Reasons to Use Divisible Load Theory,” Computer, vol. 36, no. 5, May 2003, pp. 63-68.  

(3) Bharadwaj, V., Ghose, D., Mani, V. and Robertazzi, T.G., Scheduling Divisible Loads in Parallel and Distributed Systems, IEEE Computer Society Press, Los Alamitos CA, Sept. 1996, 292 pages.  

(4) Hung, J.T. and Robertazzi, T.G., “Scalable Scheduling for Clusters and Grids using Cut Through Switching,” special issue of the International Journal of Computers and Applications on Cluster/Grid Computing, accepted for publication.

(5)  Sohn, J., Robertazzi, T.G. and Luryi, S.,   "Optimizing Computing Costs using Divisible Load Analysis",   IEEE Transactions on Parallel and Distributed Systems, vol. 9, no. 3, March 1998, pp. 225-234. 


Five Other Significant Research Publications


(1) Robertazzi, T.G., Charcranoon, S. and Luryi, S., “Load Sharing Controller for Optimizing 

Resource Utilization Cost,” US Patent 6,370,560, issued April 9, 2002.

(2) Charcranoon, S., Robertazzi, T.G.. “Load Sequencing for a Parallel Processing Utility,” Journal of Parallel and Distributed Computing, vol. 24, 2004, pp. 29-35 (Research Note).    

(3) Charcranoon, S., Robertazzi, T.G. and Luryi, S.,   "Parallel Processor Configuration Design with Processing/Transmission Costs", IEEE Transactions on Computers, vol. 49, no. 9, Sept. 2000, pp. 987-991 (Brief Contribution).

(4) Sohn, J. and Robertazzi, T.G., "Optimal Time Varying Load Sharing for Divisible Loads,” IEEE  
Transactions on Aerospace & Electronic Systems,” vol. 34, no. 3, July 1998, pp. 907-924.  

(5) Hung, J.T. and Robertazzi, T.G., “Distributed Scheduling of Nonlinear Computational Loads,” Proceedings of the 2003 Conference on Information Sciences and Systems, The Johns Hopkins University, Baltimore MD, March 2003 (regular paper).   

.  
Synergistic Activities

(1) T. Robertazzi co-edited (with D. Ghose of the Indian Institute of Science) a special issue of the journal Cluster Computing on the topic of divisible load scheduling.  Published Jan. 2003.  

(2) T. Robertazzi has authored two graduate textbooks, co-authored one monograph and edited one reprint book during the 1990's that bring the latest in networking and scheduling research to a wide international audience.  One book is in its 3rd edition.  

(3) T. Robertazzi has co-authored 2 published journal and 10 published conference articles with women and minority undergraduate and graduate students.   


(4) Affiliate of the Center for Data Intensive Computing, Brookhaven National Laboratory, since spring 2000.  Work done on grid computing.  

Special Issue Edited
D. Ghose (Indian Institute of Science) and T. Robertazzi, eds., special issue of Cluster Computing 

on Divisible Load Scheduling.

Collaborators over last 48 months:

Prof. D. Ghose of the Indian Institute of Science, Prof. Bharadwaj Veeravalli from the National University of Singapore, Prof. H.J. Kim from Kangwon National University, Korea, Dr. Dantong Yu of Brookhaven National Laboratory, Dr. Ramendra Sahoo of IBM, from Stony Brook: Profs. K. Short, S. Hong, S. Luryi, B. Colle,  P. Djuric and E. Feinberg.

Graduate Advisor: Prof. S.C. Schwartz of Princeton University.

Ph.D Advisees over the past five years: 
Dr. Kwangil Ko of Samsung, Dr. S. Charcranoon of Alcatel, Dr. S.-H. Kim of Agere,

Dr. Chunxiao Chigan of Michigan Technological University and Jason Hung. 
Current advisees: Mr. M. Moges of Stony Brook University.. Total: 12 Ph.D students graduated.

JOHN  VOLLBRECHT

· University of Michigan

· Merit Network

· jrv@umich.edu
· Relevant Education
B.E.E. Cornell University, Ithaca N.Y.

M.S.E.E Case Institute of Technology,  Cleveland Ohio

· Professional Relationships

Senior Consultant Merit Network [current]

Founder and CTO, Interlink Networks Inc. [- 2002]


Commercialize Access Authentication and Authorization Software  based on

Merit AAA Server 

Merit Network, Inc., Director AAA Consortium [-2000]

Develop and deploy distributed Network Access system for “fair sharing” of Dial


               Access  between organizations in the State of Michigan

Plan Initial Data Base for Routing in NSF Network

Participate in transition of Routing Protocols in Merit Network to standard IP

ADP Network Service,  Director Network Development [-1988]

Network Protocol Design and Deployment for multinational X.25 Network

RCA/Univac, Operating  System Architect. [-1978]]



Operating System Architect for Virtual Memory System  

[RCA Computing was acquired by Univac] [- 1988]

Bailey Meter Co., Engineer [-1965] 


Computer Logic Design for an early Application Control Computer

· Standards/ research Work

Co-Chair  with Cees de Laat of the AAAArch Research Group in IRTF 

Co-Author of RFCs 

2903, Generic AAA Architecture  

2904 AAA Authorization Framework 

2905 AAA Authorization Application Examples
2906 AAA Authorization Requirements 
Co-Author of EAP RFC 2284 and of current Draft revision of EAP in IETF

Leader of EAP State Machine design group and co-author or EAP State Machine

        “draft-ietf-eap-statemachine” [in last call to become RFC] 

Participant in Security Framework standardization in  EAP Group

Participant in 802 Standards Group in IEEE

Lead work to rework 802.1X state machine to integrate with EAP State Machine

Worked on 802.11f standard group for secure communication between Access Points, 

    Was given award for significant contribution 

Participatant in 802.11f wireless standardization group, especially interactions with 802.1X an AAA [RADIUS] protocols in transporting keying material.

Co-Chair of initial NASReq Working Group in IETF

Co-Author RFC 2607 on Proxy Chaining and Policy Implementation in RADIUS

Significant contributor to RADIUS, Diameter, COPS, NAI work at IETF

Author of Internet Draft on Binding Access Control to COPS [this draft has been dropped due to lack of commercial interest in Access Control and COPS]

Participant in GGF Authorization Working groups.

· Relevant Collaborations

C.T.A.M. de Laat  [University of Amsterdam] on AAA Server being used to control 

   Lambda Switches on Fiber between Amsterdam and Starlight, to be demonstrated at

  SC2000, the week of November 17, 2003.

Sue Hares [NextHop/Merit], Pat Calhoun [SUN], Bandwidth Broker implementation 

  and demonstration using Diameter.  This also included design [but not 

  implementation] of distributed databases and database access for several Bandwidth 

  Broker environments.   

Dantong Yu

Education:

State University of New York at Buffalo 
Computer Science Ph.D, 2001 

State University of New York at Buffalo 
Computer Science M.S., 1998  

Beijing University


Computer Science B.S., 1995 

Narrative:

Dantong Yu received the BS degree in Computer Science, from Beijing University, China, in 1995, and the Ph.D. degree in Computer Science from State University of New York at Buffalo, USA, in 2001. He joined Brookhaven National Lab in 2001 as part of the DOE Particle Physics Data Grid (PPDG) group. He coordinates the Grid computing group in Physics Department. His research interests include cluster/grid Computing, high-speed networks, multimedia, information retrieval, data mining, database, data warehouse and image processing.

Appointments:

2001-now  Physics Department 


  Brookhaven National Laboratory, Senior Engineer  

1995-1996 Department of Computer Science and Technology


  Beijing University, Teaching Assistant 

Publications:

1. Yu, D., and Zhang, A.  “ClusterTree: Integration of Cluster Representation and Nearest Neighbor Search for Large Datasets with High Dimensionality”. IEEE Transactions on Knowledge and Data Engineering 15, Number 5 (Sept. 2003).

2. Yu, D., and Robertazzi, T.  “Divisible Load Scheduling for Grid Computing”. IASTED International Conference on Parallel and Distributed Computing and Systems (PDCS 2003) (Marina del Rey, CA, Nov. 2003).

3. Wong, H., Yu, D., Veeravalli, B., and Robertazzi, T.  “Data Intensive Grid Scheduling: Multiple Sources with Capacity Constraints”. IASTED International Conference on Parallel and Distributed Computing and Systems (PDCS 2003) (Marina del Rey, CA, Nov. 2003).

4. Baker, R., Yu, D., Smith, J., Chan, A., De, K., and McGuigan, P.  “GridMonitor, Integration of Large Scale Facility Fabric Monitoring with Meta Data Service in Grid Environment”.  Conference for Computing in High Energy and Nuclear Physics  (La Jolla, California, Mar. 2003). http://arxiv.org/abs/cs.DC/0306073.

5. Yu, D.  Multidimensional Indexing and Management for Large-Scale Databases.  PhD thesis, University at Buffalo, Feb. 2001.

6. Baker, R., Yu, D., and Wlodek, T. “A Model for Grid User Management”. Conference for Computing in High Energy and Nuclear Physics  (La Jolla, California, Mar. 2003).

7. Chan, A., Hogue, R., Hollowell, C., Rind, O., Smith, J., Throwe, T., Wlodek, T., and Yu, D.  “The Grid and the Linux Farm at the RCF”. Conference for Computing in High Energy and Nuclear Physics  (La Jolla, California, Mar. 2003).

8. Yu, D., Sheikholeslami, G., and Zhang, A.  “FindOut: Finding Outliers in Very Large Datasets”.  Knowledge and Information Systems, An International Journal 4}, Number 4 (Oct. 2002), 387--412.

 Synergistic Activities:

· Lead and coordinate the Grid software deployment effort at BNL, deployment of the Globus software for the experiments: USATLAS, STAR, PHENIX.

· Lead the ATLAS grid computing-facility monitoring effort, develop and design tools for monitoring and tuning GRID systems which consist of many geographically distributed computers. 

· Design and improve high-speed network protocol to transfer files, coordinate the data transfer between BNL and other ATLAS and RHIC collaboration institutes. 

· Designed and implemented a novel high-dimensional indexing algorithm (termed ClusterTree) using the semantics of datasets. This is  the first data management algorithm based on advanced data mining and data clustering techniques.

· Reviewer for several journals and conferences: International Journal of Computers and their applications, Journal of ACM Multimedia Systems, International Conference on Data Engineering, and International Conference on Knowledge Discovery and Data Mining. 

Collaborators over last 48 months:

Prof. Thomas G. Robertazzi of Stony Brook University, 

Prof. Harvey Newman of California Institute of Technology, 

Dr.  Jennifer Schopf of Argonne National Lab and Particle Physics Data Grid Collaboration.

Graduate Advisor: Prof. Aidong Zhang of State University of New York at Buffalo.

TIMOTHY LESTER THOMAS

EDUCATION

1995 Ph.D.  Experimental High Energy Physics, University of Minnesota

1985 B.S.   Physics/Mathematics, Clarkson University, Potsdam, NY

1984 B.S.   Computer Science, Clarkson University, Potsdam, NY

PROFESSIONAL EXPERIENCE

1998-present Research Physicist, UNM Department of Physics & Astronomy

1995-1998    Post-doctoral Fellow, UNM Department of Physics & Astronomy
BIOGRAPHICAL SKETCH

The subject of Timothy L. Thomas's University of Minnesota dissertation was ``A Measurement of the b Quark Forward-Backward Charge Asymmetry in e+e- Annhiliation at sqrt{s}= 58 GeV."  This project used the AMY detector, located at the National Laboratory for High Energy Physics (KEK) in Tsukuba, Japan, where Dr. Thomas resided from 1988 through 1991.

From 1994 through 1997, Dr. Thomas worked as a Research Associate with the Fermi National Laboratory (FNAL)-based CDF experiment at the University of New Mexico (UNM).  He participated in design and construction of the Silicon Vertex Detector II and testing of the plug electromagnetic calorimeter upgrade.  As a member of the exotic

physics working group, Dr. Thomas performed a search for a light supersymmetric top quark.

Since 1998, as a Research Scientist with UNM's Center for Particle Physics, Dr. Thomas has been a collaborator on the PHENIX experiment, located at the Brookhaven National Laboratory (BNL).  He is heavily involved in PHENIX's large-scale computing activities, having spearheaded a relationship between that project and UNM's Center for High Performance Computing (UNM HPC), where he is an Affiliated Consulting Scientist.

SYNERGISTIC ACTIVITIES

In the past year, Dr. Thomas has expanded the PHENIX Grid Testbed to include the University of New Mexico, and has initiated UNM's involvement in the Grid2003 demonstration project, with the intention of participating in subsequent ATLAS Data Challenges.  These affiliations, as well as UNM HPC's connection to the NCSA Alliance Grid Testbed, provide an broad foundation for exploring intergrid interoperability issues.

In 2001, Dr. Thomas received a starter allocation of time on the HPC's LosLobos supercluster.  That summer he utilized over 100,000 CPU-hours on LosLobos to demonstrate the large-scale use of this machine for PHENIX simulation production.  In 2002, he performed over 50,000 CPU-hours of simulations for the PHENIX experiment, contributing over half of the total simulation time used by the collaboration just prior to its data analysis reports to the July 2002 Quark Matter conference in Nantes, France.

In September 2002, Dr. Thomas won an NCSA NRAC allocation of 200,000 Service Units to continue this large-scale simulation work on the LosLobos machine while extending its implementation to utilize Condor-G, Globus, and file replica catalog technologies.  In December 2003, Dr. Thomas completed his usage of the NRAC time with a final 43,000 SU simulation run for PHENIX.

In 1998, Dr. Thomas utilized the HPC desktop computing farm to perform large-scale computations in support of local Ph.D. thesis work on BNL experiment E865.  During 2000, he authored a MOU through which the Department of Physics and Astronomy's Center for Particle Physics contributed funds for a hardware upgrade of an HPC desktop farm, in exchange for CPU time no the machine.  That same year he supervised  a student project to demonstrate deployment of the GEANT 3-based PHENIX simulation code under Condor on that farm.

Dr. Thomas has implemented a next-to-leading-order QCD Monte Carlo integration package, written at BNL, to use the Condor system to utilize desktop CPU farms at both UNM HPC and the University of Wisconsin.  He marshalled over 26,000 CPU-hours for this calculation, in connection with local Ph.D. thesis work on the Fermilab CDF experiment.  He was the acting liaison between UNM HPC and the Condor group at the University of Wisconsin, where in March of 1999, he gave a talk introducing the physics and large-scale computing activities of the PHENIX experiment.

Dr. Thomas coordinated the PHENIX experiment's second Mock Data Challenge (spring 1999) and initiated and lead the “Virtually Real Data Challenge'' (spring 2000) just prior  to turn-on of the RHIC accelerator.  During the first year of RHIC running and data analysis (summer 2000 - spring 2001) he was PHENIX's Data Production Manager. During that time, he was also the PHENIX liaison to the RHIC Computing Facility  (RCF) and served on an RCF steering committee overseeing the acquisition of $2 million worth of computing equipment for future RHIC data processing.

SELECTED TALKS

"Grokking The Grid: CyberInfrastructure", University of New Mexico

Computing Umbrella Organization (UCU) Meeting, February 19, 2004

"True Grid", PHENIX Core Week Computing Meeting, Sept. 2, 2003.

"The Grid: Phase Transitions in Computing", Los Alamos Summer School,

August 1, 2003.

"Internet 2 and the Grid: the Future of Computing for Big Science at UNM",

Internet 2 Conference, Albuquerque, March 28, 2003.

"Quark-Gluon Plasma in Astrophysics III", University of New Mexico

Institute for Astrophysics, Albuquerque, March 8, 2003.

"Introduction to the Network Weather Service", RHIC Computing Facility

New Technologies Meeting, BNL, February 3, 2003.

"Quark Gluon Plasma in Astrophysics II", University of

New Mexico Institute for Astrophysics, Albuquerque, September 6, 2002.

"Relativistic Heavy Ion Reactions in Astrophysics", 

Los Alamos Summer School, July 18, 2002.

"Objectives for a RHIC Deuterium-on-Gold Run", 

APS Meeting, Albuquerque, April 21, 2002.

"Relativistic Heavy Ion Simulations on the UNM Supercluster",

Supercomputing 2001 Conference, Denver, November 2001.

SELECTED PUBLICATIONS

“BOSE-EINSTEIN CORRELATIONS OF CHARGED PION PAIRS IN AU + AU COLLISIONS

AT S(NN)**(1/2) = 200-GEV.” PHENIX Collaboration (S.S. Adler et al.)

Published in Phys.Rev.C69:024904,2004 

“PHENIX ON-LINE AND OFF-LINE COMPUTING.”

PHENIX Collaboration (S.S. Adler et al.)

Published in Nucl.Instrum.Meth.A499:593-602,2003 

“MEASUREMENT OF ANALYZING POWER FOR PROTON CARBON ELASTIC SCATTERING IN THE COULOMB NUCLEAR INTERFERENCE REGION WITH A 22-GEV/C POLARIZED PROTON BEAM.”

J. Tojo, et al.

Published in Phys.Rev.Lett.89:052302,2002 

“SEARCH FOR A W-PRIME BOSON VIA THE DECAY MODE W-PRIME --> MUON MUON-NEUTRINO IN 1.8-TEV P - ANTI-P COLLISIONS.”

CDF Collaboration (F. Abe et al.)

Published in Phys.Rev.Lett.84:5716-5721,2000 

COLLABORATORS

The PHENIX and ATLAS Collaborations.

Bing Zhou

Professor of Physics
University of Michigan, Ann Arbor,  MI 48109-1120

Professional Preparation

Jan., 1987

Ph.D., Physics, Massachusetts Institute of Technology 

June, 1982

B.S., Physics, Univ. of Sci. and Tech. of China, June,

Appointments  

Present


Professor of Physics, University of Michigan.

1998 – 2003

Associate Professor of Physics, University of Michigan.

   
1997 – 1998

Associate Professor of Physics, Boston University.

1991 – 1997

Assistant Professor of Physics, Boston University.

 
1990 – 1991

Research Assistant Professor of Physics, Boston University.


1987 – 1990

Associate Research  Physicist, Boston University.

1983 – 1987

Research Assistant at Physics Department, MIT. 

1982 – 1983

Research Fellow of MIT at DESY, Hamburg, Germany.

Publications:

1. “Search for the Standard Model Higgs Bosson in e+ e( Interactions at 
[image: image1.wmf]s

 = 183 GeV,” By L3 Collaboration (M. Acciarri et al.).  Phys. Lett. B431 (1998) 437.

2. “Search for Neutral Higgs Bosons of ther Minimal Supersymmetric Standard Model in e+ e(  Interactions at 
[image: image2.wmf]s

 = 130 GeV - 183 GeV,” By L3 Collaboration (M. Acciarri et al.). Phys. Lett. B436 (1998) 389.

3. “Search for New Physics Phenomena in fermion Pair Production at LEP,” By L3 Collaboration (M. Acciarri et al.). Phys. Lett. B433 (1998) 163.

4. “A Direct Measurement of W Boson Decay Width,” By D0 Collaboration, (V.M. Abazov et al.) FERMILAB-PUB-02-063-E, Phys. Rev. D66, 032008 (2002) 

5. “Improved W Boson Mass Measurement with the D0 Detector,” By D0 Collaboration (V.M. Abazov et al.). FERMILAB-PUB-02-055-E, Apr 2002.   Phys. Rev. D (2002) 66.

6. “Large Precision Muon Detector for ATLAS,” By Bing. Zhou, Nucl. Instrum. Meth. A 494 (2002) 464-473.

7. “ATLAS Physics Potential at High Luminosity, By B. Zhou, (SN-ATLAS-2003-028), Submitted to Springer EPJ Direct C, July 2003. 

8. “Cosmic Ray Tests of the D0 Preshower Detector,” P. Baringer et al., Nucl. Instr. & Meth. A469 (2001) 295.

9. “The First Precision Drift Tube Chambers for ATLAS Muon Spectrometer,” F. Bauer et al., Nucl. Instr. & Meth.A478 (2002) 153.

10. “ATLAS MDT Neutron Sensitrivity Measurements and Modeling,” By S. Ahlen, G. Hu, D. Osbone, J. Shank, Q. Xu, and B. Zhou, Accepted for publication in Nucl. Instrum. and Meth. A. (2003).
Awards and Honors

   1990 – 1991


SSC Fellowship for Post-Doctoral Physicists

   1992 – 1993


SSC Fellowship for Junior Faculty Members

   1994 –1995


NSF Career Advancement Awards for Woman Scientist

    2001 - 


APS Fellow (elected in 2001)

Professional Services

2000 – present

Project leader for US ATLAS MDT detector construction.

1999-2001

 Member of Executive Board of the ATLAS Experiment at CERN.

1997-2002

US ATLAS Muon sub-detector software coordinator.

1998-2002

Reviewer of U.S. Department of Energy research programs: 

Multi-year grants to universities; The Outstanding Junior Investigator Program; The Small Business Innovation Research Program; and The Advanced Detector Research Program. 

1991-1996
Reviewer of U.S. National Science Foundation  multi-year grants to universities.

1993-1996
Reviewer of Nuclear Instruments and Methods for Physics Research A.

1994 – 1995
Member, the Organization Committee of the NSF PATHWAYS program.   This program encourages young women to go into science.
1991 – 1993

Member of Executive Committee of the L3 Experiment at CERN.

Societies


 Member, American Physical Society.

 (A) Current Research Areas
1. The LHC ATLAS physics potential studies.

2. Testing the Standard Model and Search for the Higgs Boson with the D0 experiment.

3. The ATLAS precision muon detector construction project.

 (B) Past Research Areas
1. e+ e( collider physics at LEP with L3, including SM Higgs searches, precision measurement on the 
[image: image3.wmf]bb

 decay fraction from the Z boson, and SUSY particle searches (1990-1998).

2. Instrumentation project for L3 Micro-vertex Detector: design, construct and commission of the silicon radiation detector (1991 - 1997), and the L3 vertex detector system integration beam test (1993).

3. The development and studies of the physics cases for LEP-II L3 detector upgrade, particularly, for the L3 inner vertex detector, and for SSC major experiment proposals: L* and GEM (1989-1992).     

4. Instrumentation R&D for particle physics at the high-energy frontier: thin-wall and pressurized drift tube tracking technology developments (1989-1992).

5. Search for antimatter in space with balloon flight experiments: PBAR and EXAM (1987-1990). 

6. Study the properties of the QCD gluon jets, and search for the SUSY particles at PETRA with Mark-J detector (1983-1987). 

Description of Facilities and Resources

19 SLAC Facilities 

SLAC has an OC12 Internet connection to ESnet, and a 1 Gigabit Ethernet connection to  Stanford University and thus to CalREN/Internet 2. We have also  set up experimental OC48 connection to the National Transparent Optical Network plus OC192 connections to CalRENII and Level(3). The latter have been used at SC2000-2003 to demonstrate bulk-throughput rates from SuperComputing to SLACand other sites at rates increasing over the years from 990 Mbits/second through 13Gbits/s to 23.6Gbits/s. SLAC is also part of the ESnet QoS pilot with a 3.5Mbps ATM PVC to LBNL, and SLAC is connected to the IPv6 testbed with 3 hosts making measurements  for IPv6.

SLAC hosts network measurement hosts from the following projects: AMP, NIMI, PingER, RIPE, SCNM, and Surveyor. SLAC has two GPS aerials and connections to provide accurate time synchronization.. In addition the SLAC IEPM group has a small cluster of five high performance Linux hosts with dual 2.4 or 3GHz processors, 2GB of memory, a 133MHz PCI-X bus. Two of these hosts have 10GE Intel interfaces and the other have 1 GE interfaces. These are used for high performance testing including the successful  SC2003 bandwidth challenge and the Internet 2 Land Speed Records.

The SLAC data center contains two Sun E6800 20 and 24 symmetric multiprocessor. In addition there is a Linux cluster of over 2400 CPUs, an 800 CPU Solaris cluster. For data storage there are 320TByte of online disk, and automated access tape storage with a capacity of 10 PetaBytes.

20 BNL facilities

RCF/USATLAS is a large scale data processing facility at Brookhaven National Laboratory (BNL) for the Relativistic Heavy Ion Collider (RHIC), a collider dedicated to high-energy nuclear physics experiments. The RCF/USATLAS provides for the computational needs of the RHIC experiments (BRAHMS, PHENIX, PHOBOS, PP2PP and STAR), including batch, data storage. In addition, BNL is the U.S. Tier 1 Center for ATLAS computing, and the RCF/USATLAS also provides for the computational needs of the U.S. collaborators in ATLAS. The facilities include Intel based computing farm, network, fast disk storage system and high capacity tape storage.

Linux Farm:

The Linux Farm at the RCF/USATLAS provides the majority of the CPU power in the RCF. It is currently listed as the third largest cluster, according to "Clusters Top500" (http://clusters.top500.org). The Linux Farm is built with commercially available thin rack-mounted, Intel-based servers (1-U and 2-U form factors). Currently, there are 1145 dual-CPU production servers with approximately 2.95 tera-flops computing capability. The following table summarizes the hardware currently in service in our Linux farm.

	Brand
	CPU
	RAM
	Disk Space
	Network Bandwidth
	Quantity

	VA Linux
	2*450MHz
	0.5~1 GB
	9~120GB
	100Mbps
	154

	VA Linux
	2*700MHz
	0.5~1 GB
	9~36GB
	100Mbps
	48

	VA Linux
	2*800MHz
	0.5~1 GB
	18~480GB
	100Mbps
	168

	IBM
	2*1 GHz
	0.5~1 GB
	18~144GB
	100Mbps
	315

	IBM
	2*1.4 GHz
	1 GB
	36~144GB
	1Gbps
	160

	IBM
	2*2.4 GHz
	1 GB
	240GB
	1Gbps
	252

	PENGUIN
	2*3.06GHz
	1 GB
	360GB
	1Gbps
	48


Disk Storage:

The disk storage resources are provided by 220 TByte of RAID units with redundancy configuration (RAID 1,3,5). The RAID units are interconnected by a large fiber channel storage area network (SAN) with high throughput, high availability. A group of SUN Solaris file servers are attached to the SAN and implement a distributed file system to cooperatively manage this high capacity storage. These file servers, in turn, offer NFS services to the Linux farm.

Tape Storage:

The storage is backed by five StorageTek tape silos managed by High Performance Storage System (HPSS). Each tape silo can hold up to ten thousand tapes, each tape have raw capacity of 50 GBytes and 200 GBytes of compressed space in average. The tape reading latency ranges from several seconds to half an hour. Each tape drive has a sustained bandwidth of 30MBytes per second. 

Network:

The core of the network consists of a group of Alteon, Alcatel and Cisco switches interconnected by multiple fiber channels: four Alteon 180 switches locate in RHIC counting houses for collecting detector data, four Alcatel 5052 switches are used to connect Linux farm. Three Cisco 6513 switches are used to connect file servers, and the HPSS systems; one Alcatel switch connects to wide area network which has 622 Mbps bandwidth. BNL has a backup WAN connection provided by NYSERNET, and its bandwidth is 45 mbps. The file servers and HPSS use gigabit optical network connection. The Linux farm has a mix of 100 Mbps and 1 Gbps copper interconnects.

21 Michigan facilities

UNIVERSITY OF MICHIGAN hosts one of ten US ATLAS GRID testbed sites. We plan to install and test the TeraPaths environment on our gigabit connected, dual processor systems that make up the testbed (those associated with and accessible by members of our group).  We have 12 dual cpu systems, with memory ranging from 256 Mbytes up to 1 Gigabyte per system.  Our storage systems are a combination of SCSI and IDE RAID 5 configurations totaling over 4.5 terabytes of storage.  

Michigan US ATLAS Grid testbed 
Additionally we will involve the MGRID campus infrastructure in our deployment. MGRID (mgrid.umich.edu) shares a campus-wide gigabit test/development network, soon to be upgraded to a 10-gigabit backbone. There are numerous sites participating in MGRID; the US ATLAS grid testbed is one.  Other MGRID sites include NPACI in Engineering, the Center for Advanced Computing, the Visible Human Project, the Michigan Center for Biological Information, the Mental Health Research Institute, the Center for Information Technology Integration, and the School of Information. 

Each site has significant computational and storage resources and has expressed an interest, through MGRID, of participating in testing and early adoption of our collaborative environment.

Network:

The University of Michigan has purchased 4 pairs of “dark fiber” between Michigan and Chicago and could provide access to 10-gigabit “lambdas” for research.  We have a pending proposal to NSF, call UltraLight[UL], which intends to make use of a fiber pair.  This same connection would be used to support this work as well.

22 Stony Brook facilities
T. Robertazzi and his students at Stony Brook share a lab with another faculty and his students.  There are six PCs in the lab that are about 1.5 years old.  Because the computers are shared, money is requested in the budget for computers for the project for years 1 and 3.  
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Figure � SEQ Figure \* ARABIC �1�: Our Proposed QoS enabled Data Sharing Framework.
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